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President’s Message

An Exceptional Year
By Larry Satkowiak 
INMM President

We are rapidly approaching another An-

nual Meeting. For those of us in the 

international nuclear materials manage-

ment community, it has been a busy 

and exciting year. There are a couple of 

events that stand out. In July 2015, ne-

gotiators from Iran and the P5+1 coun-

tries (the U.S., UK, France, Russia, and 

China plus Germany), along with the 

European Union, announced completion 

of a comprehensive nuclear agreement 

with Iran—otherwise known as the Joint 

Comprehensive Plan of Action (JCPOA). 

Then, in March 2016, the United States 

hosted the fourth, and, most likely final 

Nuclear Security Summit in Washington, 

DC, USA, with senior delegations from 

fifty-two countries represented. These 

two events affected most of us in the 

international nuclear materials manage-

ment community either directly or indi-

rectly. 

The intent of the JCPOA was to de-

ter Iran from obtaining nuclear weapons. 

Some of the highlights of the agreement 

included Iran eliminating their stockpiles 

of medium enriched uranium, cut its 

stockpile of LEU by 98 percent, reduce 

the number of centrifuges, plus more. 

In order to monitor the agreement the 

International Atomic Energy Agency 

(IAEA) will have regular access to all Ira-

nian nuclear facilities. In return, Iran will 

receive relief from nuclear-related sanc-

tions. The implications of this agreement 

from nuclear materials management 

perspective will certainly be a topic of 

discussion at multiple technical sessions 

(not to mention in the hallways and eat-

ing and drinking establishments!) at this 

year’s INMM Annual Meeting. For ex-

ample, is this the new “gold standard” 

for safeguards agreements? What is the 

impact of extending safeguards to min-

ing and milling? How much more will 

this tax the already strained safeguards 

department and its inspectorate? These 

are just a few of the questions that will 

be discussed and, quite fortunately, Tero 

Varjoranta, the Deputy Director General 

and Head of the Department of Safe-

guards at the IAEA, will be one of our 

opening plenary speakers to help an-

swer them.

The other significant nuclear mate-

rials management event this year was 

the Nuclear Security Summit (NSS). I 

will not try to enumerate the amazing 

accomplishments that the NSS pro-

cess has yielded over the years but will 

instead just focus on a few of the suc-

cesses of the 2016 event. For example, 

some countries involved in the NSS that 

were interested in taking a specific se-

curity theme a step further developed 

‘gift baskets,’ extra initiatives. The idea 

is for presenters of such gift baskets to 

acquire the backing of as many countries 

as possible, which will in turn function 

as role models for a given aspect of se-

curity. This year’s summit had more than 

twenty of these gift baskets including 

the following subject areas: countering 

nuclear smuggling, cyber security, foren-

sics in nuclear security, HEU minimiza-

tion, insider threat mitigation, security of 

high activity radioactive sources, trans-

port security, and many more. Most, if 

not all, of the topics identified in gift bas-

kets presented are within the scope of 

the Institute and will be topics of discus-

sion at this summer’s meeting, both for-

mally and informally. Corey Hinderstein, 

our vice president, was actively engaged 

in the preparation and execution of this 

year’s NSS. Again, we are fortunate to 

have Anne Harrington, Deputy Admin-

istrator for Defense Nuclear Nonprolif-

eration within the U.S. National Nuclear 

Security Administration as one of our 

plenary speakers, both Anne and Corey 

will be available to answer NSS related 

questions. In addition, I would like to 

mention that the INMM had an informa-

tion booth stationed at the NSS venue 

and several INMM volunteers answered 

questions and provided written materi-

als to NSS participants. My thanks to all 

those that participated.

Looking Back
In January, I participated in a World In-

stitute for Nuclear Security (WINS) 

workshop, Nuclear Security Summit: En-

hancing Radiological Security, at Scandic 

Holmenkollen Park in Oslo, Norway. This 

Mission Statement
The INMM is an international professional society dedicated to development and promulgation 
of practices for the safe, secure and effective stewardship of nuclear materials through the 
advancement of scientific knowledge, technical skills, policy dialogue, and enhancement of 
professional capabilities.
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workshop was held in preparation for the 

2016 Nuclear Security Summit to dis-

cuss how the signatory countries have 

met or will meet the commitments of 

one of the ‘gift baskets’ identified above. 

The objectives of the workshop included 

discussing the status of actions taken or 

planned, challenges encountered and to 

share experiences, common practices, 

and lessons learned.

In April, I attended the A Technical 

Meeting on Nuclear Energy and Cyber 

Security held at the U.S. Naval Academy 

(USNA) in Annapolis, Maryland, USA, 

to recognize the first USNA graduating 

class of nuclear engineering and cyber 

security majors. This meeting was a 

joint effort by INMM, USNA, American 

Nuclear Society, and the USNA Ameri-

can Nuclear Society Student Chapter, in 

association with the National Cybersecu-

rity Institute. This was a terrific meeting 

that had participation by midshipmen 

and West Point cadets with a focus on 

nuclear energy, reactor designs, nuclear 

materials, nonproliferation and arms con-

trol, material control and accounting, and 

much more. My thanks to Charlie Har-

mon who led the INMM efforts to make 

this workshop a success.

Also in April, the Texas A&M Student 

Chapter in conjunction with the Interna-

tional Safeguards Technical Division and 

the Southwest Regional Chapter, held a 

Safeguards Culture Workshop at Texas 

A&M University, College Station, Texas, 

USA. The workshop explored what is 

meant by “safeguards culture,” to as-

sess the degree to which safeguards 

can be incorporated into the culture of 

an organization, and to identify research 

areas that need additional focus.

Looking Forward
This year’s INMM Annual Meeting will 

be held at the Marriott Marquis in At-

lanta, Georgia, USA, July 24–28. We 

have just completed the final review of 

the program, and quite honestly, I can’t 

wait. From the opening to the closing 

plenary, the quality of the abstracts and 

breadth of topical areas is impressive. 

Our Monday morning opening plenary, 

Connecting Science, Technology, Policy 

and Culture for Effective Nuclear Materi-

als Management will consist of Tero Var-

joranta, Anne Harrington, and Rob Floyd 

(Director General, Australian Safeguards 

and Nonproliferation Office, Barton, Aus-

tralia). For the closing plenary, Integrated 

Cyber/Physical Threat Scenario, we are 

trying a totally new format. A team of in-

ternational experts from Idaho National 

Laboratory, Pacific Northwest National 

Laboratory and Lofty Perch will pres-

ent an integrated cyber/physical threat 

scenario to demonstrate the potential 

adverse impact on nuclear security (and 

safety) associated with such an attack. It 

should be fabulous!

The 18th International Symposium 

on the Packing and Transportation of 

Radioactive Materials (PATRAM) will be 

held on September 18-23, 2016, at the 

Kobe Portopia Hotel in Kobe, Japan. 

PATRAM brings together experts from 

governments, industries and research 

organizations worldwide to exchange 

information on all aspects of packaging 

and transport of radioactive materials 

around the globe.

Final Thought
I am continually impressed with the 

INMM membership. We are a profes-

sional society, whether we volunteer 

to serve on a committee, work within a 

technical division, submit technical pa-

pers, or serve in some leadership posi-

tion either in a chapter or at the corpo-

rate level, each person contributing their 

own personal time to the greater good of 

the Institute and its mission. We do what 

we do because we think it is important, 

important to the nuclear materials man-

agement community, and quite frankly 

to the safety and security of the world. 

Thank you!

2015-2016 INMM  
Executive Committee
President: Larry Satkowiak

Vice President: Corey Hinderstein

Secretary: Chris Pickett

Treasurer: Robert Curl

Immediate Past President:  

Ken Sorenson

Members-at-Large:

Jill Cooley

Cary Crawford

Ken Sanders

Steven Wyrick
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To paraphrase the mission and objec-

tives of the INMM, safe, secure, and ef-

fective stewardship of nuclear materials 

requires among other things accurate 

measurement and accounting of such 

materials under all aspects of the civil-

ian nuclear fuel cycle. As the technolo-

gies associated with the use of nuclear 

materials change, and the number of 

countries using nuclear technology in-

crease, there is a need to develop new, 

more accurate or more cost effective 

ways to make measurements to know 

where the nuclear materials are and 

how much nuclear material is present 

at any given time.

While this is not a special issue, you 

will note that this issue contains well-

researched and thoughtful papers on the 

current practices of how to make such 

measurements, how to develop a sam-

pling scheme when not everything can 

be measured, and how to improve the 

measurement technology. The papers 

in this issue include mathematics of the 

concepts, results of modeling of the pro-

posed concept, and comparisons of the 

modeling results with actual measure-

ments to show that the concept can ac-

tual work in practice. Each of the papers 

also provides a wealth of references for 

anyone who wishes to research the top-

ic and the basis for the methodology and 

the conclusions further. 

Please note also the last paper of 

this issue, which is the 2015 J.D. Wil-

liams Student Paper Winner from the 

2015 Annual Meeting of the INMM. It is 

nice to see that the next generation of 

nuclear materials stewards is capable of 

publishing quality work.

JNMM Technical Editor Markku Koskelo can 

be reached at mkoskelo@aquilagroup.com.

Making the Measurements
By Markku Koskelo 
JNMM Technical Editor
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Cosmic-ray Muon Imaging of Spent Nuclear Fuel in Dry Storage Casks

J. Matthew Durham, Elena Guardincerri, Christopher L. Morris, Daniel Poulson, Jeffrey D. Bacon,  
Joseph Fabritius, Shelby Fellows, Kenie Plaud-Ramos, and Deborah Morley  
Los Alamos National Laboratory, Los Alamos, New Mexico USA 
 
David Chichester and Philip Winston 
Idaho National Laboratory, Idaho Falls, Idaho USA

Abstract
Cosmic-ray muon radiography has been used to identify the 

absence of spent nuclear fuel bundles inside a sealed dry stor-

age cask. The large amounts of shielding that dry storage casks 

use to contain radiation from the highly radioactive contents 

impedes typical imaging methods, but the penetrating nature 

of cosmic-ray muons allows them to be used as an effective ra-

diographic probe. This technique was able to successfully iden-

tify missing fuel bundles inside a sealed Westinghouse MC-10 

cask. This method of fuel cask verification may prove useful for 

international nuclear safeguards inspectors. Muon radiography 

may find other safety and security or safeguards applications, 

such as arms control verification.

Introduction
The nuclear energy policy decision to suspend spent fuel repro-

cessing in the United States, along with the lack of a permanent 

repository for high-level nuclear waste, has led to the presence 

of ~15,000 metric tons of irradiated fuel rods in above-ground 

dry cask storage at various sites throughout the country.1 In 

other parts of the world, where spent fuel reprocessing does 

occur, dry casks are still in use for interim storage of irradi-

ated fuel. This large amount of highly radioactive fuel presents 

a potential global security risk if any of it were diverted for illicit 

purposes. A continual chain of accountability and verification is 

a necessary safeguard. 

The International Atomic Energy Agency (IAEA) typically 

maintains continuity-of-knowledge (CoK) of spent fuel through 

surveillance of storage sites and periodic checks of tamper-in-

dicating devices on cask lids.2 When independent, standalone 

confirmation of a dry storage cask's contents is needed (either 

to recover from loss of CoK or to verify a member state’s dec-

laration of cask contents) the cask must be moved to a storage 

pool to be opened and visually inspected. This procedure is 

invasive, costly, time-consuming, and potentially dangerous. A 

non-destructive radiographic method for determining a cask’s 

contents is therefore a desirable safeguard tool. Previous stud-

ies, however, have shown that the cask’s heavy shielding hin-

ders inspection with typical radiographic techniques.3 

Cosmic-ray muons offer an alternative tomographic probe. 

Since muons are colorless leptons, they have no hadronic in-

teraction with nucleons, and their relatively large mass of 105.6 

MeV/c2 limits energy loss due to bremsstrahlung radiation. 

These properties allow energetic muons to penetrate large 

amounts of material that are inaccessible to other particles. 

Muons do possess an electric charge and undergo Coulomb 

scattering off nuclei as they pass through matter. Cosmic ray 

interactions in the upper atmosphere produce muons that ar-

rive at the surface of the Earth at a rate of ~1/cm2/min, with a 

mean energy of ~ 4 GeV.4 

The first use of cosmic-ray muons for radiography was in 

1955, when George measured muon attenuation to determine 

the overburden of rock above a tunnel.5 This was followed by 

Alvarez et al., who used this method to confirm the Second 

Pyramid of Giza did not contain any undiscovered chambers,6 

and more recently by several groups examining geologic fea-

tures.7-11 A different method, developed at Los Alamos Nation-

al Laboratory, uses measurements of the multiple scattering 

angle of individual muons passing through an object to create 

tomographic images of the object’s interior structure.12 This 

technique was originally developed to inspect cargo containers 

for illicit trafficking of nuclear material,13,14 and has since been 

applied to studies of nuclear weapons, industrial corrosion.15 

nuclear reactors,16-18 and is being explored as a method to de-

termine the condition of the damaged cores of the Fukushima 

Daiichi nuclear power plant.19,20 A related technique, which 
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uses muon-induced fission to tag fissile materials, is being ex-

plored as a technology for treaty verification.21

While there has been considerable interest in cosmic-ray 

muon radiography of nuclear waste in storage containers,22-27 

there have been no actual measurements made in the field to 

date. Here we present the first results from cosmic-ray muon 

radiography of spent fuel inside a partially loaded dry storage 

cask at Idaho National Laboratory. With this technique, we 

show that it is possible to determine if several fuel bundles are 

missing inside the sealed cask.

Measurement
Muons that pass through matter undergo multiple Coulomb 

scattering off nuclei. The angular distribution of these scattered 

particles can be approximated by a Gaussian of width

where c and p are the velocity and momentum of the in-

coming l / X0 muon and is the material’s thickness in radiation 

lengths.4, 28-31 The radiation length of a material has a strong de-

pendence on the atomic number Z of the scattering center; for 

example, one radiation length of typical shielding concrete is 

10.7 cm, for iron, X0
Fe= 1.76 cm, and in uranium, X0

Ue = 0.32 cm. 

This makes multiple scattering tomography especially sensi-

tive to high-Z objects (i.e., uranium fuel), even if surrounded by 

low-Z material (concrete shielding). The scattering angles are 

determined by measuring the trajectories of individual muons 

before and after they pass through the object under inspection. 

Data from an ensemble of trajectories gives tomographic infor-

mation on the object’s internal structure. For details on image 

reconstruction algorithms, see References 12, 14 and 32. 

The incoming and outgoing muon trajectories are mea-

sured with two identical drift tube tracking detectors, which 

are placed on opposite sides of the object under inspection. 

The individual tubes are made of aluminum, are 1.2 m long with 

an outer diameter of 5.08 cm and wall thickness of 0.89 mm, 

and are filled with 1 bar of a 47.5 percent Ar, 42.5 percent CF4, 

7.5 percent C2H6, 2.5 percent He gas mixture (see Figure 1a). 

A single 30-micron diameter gold-plated tungsten anode wire 

runs down the center of each tube. Muons passing through 

the tubes ionize the gas, and the resulting electrons drift to-

wards the wire where they are multiplied through an avalanche 

process in the high electric field near the surface of the wire, 

producing a measureable signal. 

The single tube efficiency as a function of anode wire volt-

age is shown in Figure1b. This was measured by stacking three 

tubes vertically and requiring coincident hits in the top and 

bottom tubes, indicating that a muon had passed through the 

stack of three tubes. When this trigger fired, the middle tube 

was examined for a coincident signal. The ratio of three-level 

coincidences between all tubes to the number of two-level co-

incidences between the outer tubes gives the efficiency of the 

middle tube. During operation, the wire is held at a voltage of 

+2585 V relative to the tube wall, which gives the tubes an ef-

Figure 1. Cutaway drawing of a single drift tube detector, showing the anode wire inside the 5.08 cm OD tube (a). The muon detection efficiency of a 
single tube as a function of anode wire voltage (b).



7Journal of Nuclear Materials Management 2016 Volume XLIV, No. 3

ficiency >90 percent and sufficient gain to satisfy signal thresh-

olds in the readout electronics. 

Each individual drift tube measures the radial distance 

from the wire where the muons passed with an accuracy of 

~few hundred microns. The inherent left/right ambiguity in 

single tubes is resolved by using double layers of tubes, which 

are offset in the radial direction by a distance equal to one tube 

radius. Stacks of six double layers, arranged with orientations 

alternating by 90 degrees in order to provide sensitivity in two 

coordinates, form a complete tracker (see Figure 2). Muon 

tracks are reconstructed by fitting patterns of hits in the tube 

layers.

The object under inspection for this measurement was a 

partially loaded Westinghouse MC-10 spent fuel cask located 

at the Idaho National Laboratory.33 The MC-10 is a vertical stor-

age cask that is 4.8 m high and 2.7 m in diameter. The cask 

has a basket for twenty-four pressurized water reactor fuel as-

semblies inside a 25-cm thick forged-steel cylindrical container 

that is surrounded by a layer of BISCO NS-3 neutron shielding 

and an outer stainless steel skin. Two identical muon tracking 

detectors were placed on opposite sides of the cask in order 

to record the incoming and outgoing tracks of muons which 

traverse the cask. Since the cosmic-ray muon flux is approxi-

mately proportional to cos2z, where z is the angle from the 

zenith, one detector was elevated by 1.2 m relative to the other 

to increase muon counting rates. A larger elevation of the upper 

detector would decrease the sampled zenith angle and there-

fore increase the muon flux through both detectors; however, 

considerations of the ease of setup and stability of the detector 

on the stand limited the allowed height. The instruments were 

placed in thin-walled weatherproof enclosures to protect them 

from precipitation during the measurement. Figure 3 shows a 

photograph of the setup around the MC-10 cask.

Despite the heavy shielding, there is still a significant radia-

tion field outside the MC-10 cask that can potentially interfere 

with muon tracking. Measurements showed ~0.1 mSv/h (10 

mrem/h) of neutrons and ~0.1 mSv/h of gamma ray activity on 

contact with the cask surface. Compton scattered electrons 

can produce spurious hits in single drift tubes, which can af-

fect the track reconstruction algorithms. To remove this back-

ground, a trigger was added in the data acquisition system that 

required hits in neighboring tubes within a time window of 600 

ns in order to be considered as part of a track candidate. In 

standalone tests away from the cask, it was found that inef-

ficiencies in this trigger requirement reduced track counting 

rates by ~50 percent. During the measurement, cosmic ray 

tracks that went through both detectors and the cask were re-

corded at a rate of ~0.25 Hz. Data was collected around the 

MC-10 cask for ~200 hours, recording 1.62 x 105 muon tracks 

that passed through the cask and both detectors.

The loading profile of the MC-10 cask is shown in Figure 

4, relative to the muon tracking detector placement. The detec-

tors are not large enough to image the entire cask body, so 

they were positioned such that the field of view covered the 

columns of most interest, which contain one, six, five, and four 

intact spent fuel bundles. The bundles that are present in the 

cask are Westinghouse 15 x 15 pressurized water reactor fuel, 

with nominal burn up of 30,000 MWd. Each of the bundles are 

Figure 2. A drawing of one muon tracker, consisting of 288 individual 
drift tubes with read out electronics. Multiple layers of tubes in alternating 
orientations allow multi-dimensional particle tracking. Support structures 
are not shown for clarity.

Figure 3. Muon tracking detectors in weatherproof enclosures around the 
MC-10 cask at Idaho National Laboratory. One detector is elevated relative 
to the other to take advantage of the higher muon flux at smaller zenith 
angles.
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21 cm on each side with a total height of 4.06 m, of which the 

fuel column is 3.66 m. Twenty of the 225 possible rod locations 

in each assembly are occupied by guide tubes for control rods, 

and the centermost spot is used for in-core instrumentation. 

The remaining 204 slots are filled with 1.07 cm diameter fuel 

rods. These assemblies were removed from a U.S. commercial 

power reactor in the early 1980s.

Results and Discussion
The measured muon trajectories are projected to a plane par-

allel to the detectors positioned near the center of the cask. 

This plane is divided into 2-cm x 2-cm voxels. Each voxel has a 

corresponding histogram, where the scattering angles of each 

track that pass through that voxel are collected. From the ex-

pression previously given for σscat we see that the scattering 

angles are highly dependent on the muon’s momentum. The 

scattering histograms are fit with amplitudes corresponding to 

seven different groups of muon momentum, which provides a 

more realistic representation of the cosmic-ray muon energy 

spectrum (see Reference 32 for details). A typical scattering 

angle histogram is shown in Figure 5. The radiation length 

weighted areal density l / X0, which is closely related to the 

thickness in units of radiation length traversed by muons that 

pass through that voxel, is extracted from the fit information.

An image of the cask in terms of the areal density extract-

ed from each voxel is shown in Figure 6a. From left to right, the 

columns within the muon tracker’s field of view contain one, 

six, five, and four assemblies (see Figure 4). It is apparent that 

the column with only one fuel assembly has significantly less 

areal density than the neighboring column with six assemblies. 

For comparison, Monte Carlo simulations were performed 

with GEANT4,34 for three different spent fuel loading configura-

tions, and the areal density image was obtained using identical 

analysis techniques. Figure 6b shows the image obtained with 

10 million simulated muon trajectories through the MC-10 cask 

with the same partial defect in loading as the measurement. 

Figures 6c and 6d show the image that would be obtained for 

fully-loaded and empty casks, respectively. 

The individual fuel assemblies contained in the cask are 

near uniform in the vertical direction. The cask body is also uni-

form in this direction over the field of view of this measure-

ment. Therefore, the areal densities shown in Figure 6 are 

not expected to vary with height. Recognizing this, the two-

dimensional areal density data are projected (summed over the 

voxel data) onto the horizontal axis and shown in Figure 7. This 

vertically integrated areal density metric is sensitive to the total 

amount of material along the path the muons take between the 

two detectors. 

Figure 4. Top-down view of the loading profile of the MC-10 cask at Idaho 
National Laboratory. Approximate locations of the two muon tracking 
detectors are shown for comparison.

Figure 5. A typical scattering angle histogram, along with the multigroup 
fit. These histograms are stored for each voxel and are used to determine 
the areal density traversed by muons that pass through the cask.



9Journal of Nuclear Materials Management 2016 Volume XLIV, No. 3

A clear difference is seen between the columns with dif-

ferent loading profiles. The column with only one fuel assem-

bly on the left edge of the field of view shows a significantly 

smaller areal density than all the other columns. As expected, 

the fully loaded column with six fuel assemblies shows the 

greatest areal density, and is clearly distinguishable from the 

columns with one and four fuel bundles. The statistical uncer-

tainties on the data prevent a definitive statement from being 

made about the column with five assemblies; however, the 

simulations show that higher statistics measurements will be 

able to effectively identify that defect.

Figure 6. Image of the cask in terms of areal density, for the measured MC-10 cask (a) and GEANT4 simulations of three different loading configurations (b-d)

Figure 7. The measured areal density through the cask (a), compared to a GEANT4 simulation of a cask with the same partial defect in loading. Dashed 
lines show the approximate boundaries of columns in the fuel basket. Simulations of a completely full and empty cask are shown in panel (b) for 
comparison.
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The simulated model of the fully loaded cask shows the 

expected variation across the view of the fuel basket, with the 

columns containing four fuel bundles on the edges and two 

fuel bundles in the center. The partially loaded cask shows 

clear variation, with similar structure to the measurement. The 

data shown in Figure 7 was scaled by a factor of 1.2 to more 

closely resemble the scale of the simulation. This is likely due 

to differences in the muon momentum spectrum used in the 

simulation and the actual muon momentum that is present in 

nature at the measurement site. There is little existing data on 

the muon momentum spectrum at large zenith angles and mo-

menta less than 10 GeV/c that can be used to constrain models 

of cosmic-ray muon distributions in this region, so in this regard 

the simulation may not accurately depict reality. Near the edge 

of the field of view, the detector acceptance is limited and bi-

ased towards tracks which cross long path lengths through the 

cask, resulting in unphysically large areal densities within ~5cm 

of the edges of the field of view. However, no conclusions are 

drawn from the data affected by these artifacts.

We also note that a precise alignment of the muon track-

ing detectors with the fuel columns in the cask was not per-

formed. There may be offsets of ~several cm between the 

center of the detector and the center of the cask, as well as 

misalignment between the plane in between the detectors and 

the fuel columns. These misalignments can introduce aberra-

tions in the reconstructed images and areal densities that con-

tribute to differences between the data and simulation. A more 

precise alignment will be performed in future measurements.

Summary and Outlook
We have shown that cosmic-ray muon scattering angles can be 

used to infer the areal density of loaded dry storage casks, and 

thereby determine if fuel assemblies are present or missing in 

certain configurations. The data shown was collected over a 

period of ~200 hours on a partially loaded MC-10 cask at Idaho 

National Laboratory. This technique may be a useful tool for 

maintaining CoK of spent fuel in dry cask storage. 

Simulations show that measurements with better statisti-

cal precision will be able to more effectively discriminate be-

tween fully loaded and partially loaded fuel columns, and may 

be able to determine if portions of individual fuel bundles are 

missing, however, additional studies are needed to determine 

absolute sensitivities of the technique to partial defects in in-

dividual fuel bundles. In addition, a more precise alignment of 

the muon tracking detectors and the fuel columns will reduce 

aberrations in the reconstructed images. The density analysis 

performed here is integrated through the cask in the direction 

between the two muon tracking detectors, and therefore can 

locate columns where assemblies are missing, but does not 

measure the depth within the cask. If additional data is taken 

with the detectors rotated around the cask, the position am-

biguities could be resolved and missing assemblies could be 

located in three dimensions. Future measurements to collect 

additional data from several viewing angles with a more careful 

alignment are currently being planned. 

We note here that the two planar muon trackers used for 

this measurement are not optimized for measurements of rela-

tively large cylindrical objects. A muon tracking detector could 

be designed such that it surrounds the cask completely and 

simultaneously measures muons coming from all azimuthal 

angles, giving a complete tomography of the cask’s interior. In-

creasing muon detector coverage and decreasing the sampled 

zenith angle would also decrease the counting time necessary 

for statistically significant results. Designs and analysis of such 

an optimized instrument that could be fielded by international 

safeguards inspectors are currently underway.
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Abstract
This paper describes some research activities related to spe-

cial nuclear materials attribution and proliferation resistance as-

sessment carried out by the UK National Nuclear Laboratory 

(NNL). Given that the UK currently operates two reprocessing 

plants, it is important that UK should fully understand the char-

acterization of the plutonium and reprocessed uranium (Rep 

U) that has been separated from nuclear fuel. NNL has pre-

viously studied plutonium attribution and has developed and 

implemented a methodology that is able to attribute a pluto-

nium sample based on its measured plutonium isotopic com-

position. Attribution can be made to a particular type of reactor 

and the method also indicates the initial enrichment and dis-

charge burnup of the fuel from which it originated. Plutonium 

was prioritized because of its sensitivities as a special nuclear 

material. Rep U is perhaps less sensitive, but the amount re-

covered from reprocessing is almost two orders of magnitude 

larger and it is no less important to be able to characterize it as 

fully as possible. The measured isotopic composition of a Rep 

U sample does not readily allow attribution in the same way as 

plutonium. This paper describes a simple procedure that was 

developed to allow Rep U attribution. It relies on a simple es-

timate of the initial U-235 content of the fuel from which the 

sample originates, based on the measured U-235 and U-236 

contents. The initial enrichment estimate is then refined using 

a set of tabulations from the FISPIN (Fission Product Inventory) 

program and the measured U-236/U-235 ratio used to infer the 

discharge burnup. Finally, FISPIN tabulations of U-234 versus 

burnup can be used to infer the cooling time since reprocess-

ing. The paper describes the approach and illustrates its appli-

cation to some test samples. 

Introduction
Countries such as the UK consistently impose very stringent 

security requirements on facilities where special nuclear ma-

terial (SNM) is handled. Combined with rigorous accounting 

procedures, SNM is very strongly safeguarded against theft or 

diversion. However, this does not apply everywhere and there 

have been many instances of SNM being discovered outside of 

properly regulated control. The ability to reliably attribute SNM 

is very important in order to identify its likely source, but very 

often this is difficult to achieve, as illustrated by the Galaxy 

Serpent Tabletop Exercise that was recently carried out by the 

National Nuclear Forensics Library,1 which illustrates how at-

tribution is not a trivial task given the potential overlap between 

different reactor types. 

UK National Nuclear Laboratory (NNL) has previously de-

veloped an attribution method for plutonium based on a multi-

variate plotting method2 that, based on a combination of simu-

lation and actual sample data, has been shown to give a reliable 

indication of the type of reactor in which a plutonium sample 

was produced. The method also provides an indication of the 

discharge irradiation of the fuel from which it was separated 

and the initial enrichment of the fuel. As part of its Signature 

Research Program (SRP), NNL has investigated whether the 

same type of approach would also work for reprocessed ura-

nium (Rep U), meaning uranium that has been separated from 

irradiated fuel in a reprocessing plant. Although Rep U does 

not have the same sensitivities as plutonium it nevertheless is 

classed as SNM and also the mass of Rep U recovered from 

irradiated fuels is about 100 times greater than that of plutoni-

um, so the inventories involved can potentially extend to many 

thousands of tons. Rep U attribution is not straightforward 

and requires an understanding of the evolution of the isotopes 

U-232, U-234, U-235 and U-236 with burnup which is provided 

in the following section. The emphasis is on uranium isotopic 

evolution in thermal reactors, because the existing commercial 

reprocessing plants are designed only to process thermal reac-

tor fuels.

Uranium Isotopic Evolution in Irradiated 
Thermal Reactor Fuel
Natural uranium ore has abundances of U-235 and U-238 of 

0.72 and 99.3 weight percent (w/o) respectively, with approxi-

mately 55 ppm of U-234. The U-234 content is to some extent 

variable between different ore bodies and there is no consis-
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tent standard to assume. U-234 is a neutron absorber and is 

produced from the U-238 decay chain (via an alpha decay to 

Th-234, followed by two beta decays to Pa-234 and U-234). In 

low-enriched uranium (LEU) fuel, as used in light water reac-

tors (LWRs), the U-235 content is typically enriched to between 

2 and 5 w/o and the U-234 abundance is also enhanced to 

typically between 200 and 500 ppm depending on the product 

U-235 enrichment and the tails U-235 assay. 

During irradiation, the U-235 inventory decreases primarily 

because of fission events, but with about 15 percent being con-

verted to U-236 by neutron captures. Figure 1 shows the U-235 

inventory as a function of burnup for pressurized water reac-

tor (PWR) and the advanced gas reactor (AGR). The data were 

generated using the FISPIN inventory code, which is very well 

validated and reliable for the main isotopes.3,4 PWR and AGR 

are used here for illustration because these are the main reac-

tor types currently in operation in the UK fleet and the approach 

is later extended to other reactor types. The U-235 inventory 

curves are shown for a representative range of initial enrich-

ments and in each case the burnup is extended well beyond 

the point at which the fuel would normally be discharged just 

so that the dataset is not restricted in usage. Initially, the U-235 

inventory decreases almost linearly with burnup, then levels 

off at high burnups. There is a tendency for PWR and AGR to 

diverge at high burnups, indicating some sensitivity to neutron 

spectrum that is attributable to the different resonance escape 

probabilities for the two reactor types. AGR has high resonance 

self-shielding and therefore a lower U-238 resonance capture 

rate and correspondingly lower Pu-239 production than PWR, 

which increases U-235 depletion. For a given initial enrichment, 

the ratio of U-235 inventories in PWR and AGR diverges with 

burnup as can be seen from the plots for initial enrichments of 

2.1 w/o and 3.2 w/o in Figure 1. The PWR/AGR ratio for 2.1 w/o 

initial enrichment is 1.25 at 20 GWd/t, while for the 3.2 w/o ini-

tial enrichment the PWR/AGR ratio is 1.33 for 30 GWd/t (these 

points are highlighted inside the red ovals). At higher burnups 

the ratios increase further, but with limited practical relevance 

to normal reactor operations where the actual discharge bur-

nup achievable depends on the initial enrichment. The high-

est enrichment case for AGR is 3.8 w/o, chosen because this 

bounds the enrichments that have been used in these reactors 

and because the highest enrichment specified for PWR is dif-

ferent, the upper two curves cannot be used for comparison 

purposes. The same applies to all the figures presented here. 

 

Figure 2 shows the corresponding plot for U-236, which 

builds up initially linearly and saturates at burnups relevant to 

commercial operation. The saturation mechanism occurs be-

cause the U-236 production rate decreases with burnup as the 

U-235 depletes and neutron captures remove the U-236 (by 

conversion to U-237/Np-237) at a rate that eventually matches 

the diminishing production rate. As is characteristic of graphite 

moderated systems, the neutron energy spectrum in AGR is 

more thermalized than PWR and there is a slight differentiation 

in U-236 evolution between the two reactor types (for a given 

initial enrichment AGR has a slightly higher U-236 inventory), 

but insufficient to give a useful signature.

The U-234 present in fresh fuel gradually depletes with 

burnup (see Figure 3), due to neutron captures dominating the 

various production methods. There is very little distinction be-

Figure 1. U-235 inventory versus burnup and initial enrichment for PWR 
and AGR

Figure 2. U-236 inventory versus burnup and initial enrichment for PWR 
and AGR
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tween the two reactor types, indicating insensitivity to neutron 

spectrum (the graphite moderated AGR has a softer neutron 

spectrum than PWR). 

Finally, irradiation produces trace quantities (ppb) of U-232 

and U-233. There are also traces of U-237, but this is very short-

lived and irrelevant here. The presence of U-232 at ppb levels 

is very important radiologically, because its decay chain is as-

sociated with a gamma decay from Tl-208. The U-232 is pro-

duced by several different routes, an important one of which is 

Pa-231 neutron capture (other routes include Pu-238 α-decay, 

U-233 (n,2n) and Th-232 neutron capture). Pa-231 is present 

in only very small quantities in freshly manufactured fuel, be-

cause it is left behind in the form of non-volatile fluorides in the 

UF6 cylinders that supply the uranium to the fuel fabrication 

process. Subsequent to UF6 volatization, the Pa-231 builds up 

linearly as a result of U-235 decay. The concentration of Pa-231 

in fresh fuel therefore depends on the pre-irradiation storage 

time (PIST) between UF6 volatization and the start of irradiation 

and is the principal unknown affecting the U-232 abundance at 

discharge. Figure 4 shows the evolution of the U-232 inventory 

with burnup. There is some difference between AGR and PWR, 

indicating sensitivity to neutron spectrum, but the difference is 

too weak to be useful for attribution, especially when taking 

into account the large measurement and modelling uncertain-

ties for such a weak production route and the compounding 

effect of the unknown PIST. 

Figure 5 illustrates the strong effect of varying the PIST 

from zero to five years, and also includes boiling water reactor 

(BWR). There is a very close correspondence between PWR 

and BWR, so that differentiation between PWR and BWR is 

difficult. 

A further complication is that both U-232 and U-234 are 

produced from decays of transuranics and continue to build up 

after the fuel has completed its irradiation. For U-234 the rate 

of build-up is slow and its concentration is only increased by 

about 20 percent after ten years cooling time after discharge. 

For U-232, the effect is much stronger, with its concentration 

increasing by more than a factor of two after cooling for ten 

years. If the fuel is reprocessed and Rep U separated out, 

both these production routes cease and there is no further 

build-up. Therefore, measurements of U-232 and U-234 in 

spent fuel are dependent on the unknown post-separation 

cooling time and they are also dependent on the unknown 

cooling time prior to separation. 

Figure 3. U-234 inventory versus burnup and initial enrichment for PWR 
and AGR

Figure 5. U-232 inventory in PWR, BWR and AGR at pre-irradiation 
storage time (PIST) 0 and five years

Figure 4. U-232 inventory versus burnup and initial enrichment for PWR 
and AGR at zero pre-irradiation storage time (PIST)
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The overall isotopic evolution of Rep U is quite complex 

and while there is some resolution of different reactor types, 

the resolution is not as strong as it is for plutonium and the 

effect of the unknown discharge burnup, PIST and pre-sepa-

ration and post-separation cooling times severely complicate 

any attempt at attribution. This is exacerbated further by the 

observation that the U-235 discharge inventory for today’s 

reactor types are all typically in the range 0.7 to 1.0 w/o, ir-

respective of the initial U-235 enrichment, coinciding with the 

end of the useful life of the fuel (where it can no longer con-

tribute sufficiently to core reactivity and power output). The 

fact that the U-235 discharge inventory ranges of the different 

reactor types overlap make the U-235 virtually useless as a 

differentiator between reactor types and initial enrichments. 

Efforts to resolve Rep U isotopics using the same multi-

variate approach used for plutonium confirmed that U-235 is 

largely a confounding factor that needs to be excluded. Over-

all, the multi-variate approach was not successful and failed to 

provide any useful discriminating power. 

Rep U Attribution Approach
An attempt to develop a multi-attribute method for Rep U 

analogous to the existing method for plutonium was not suc-

cessful because there is insufficient differentiation between 

the different types of reactor. In particular, the FISPIN results 

show that there is virtually zero attribution information in the 

measured U-234 and that the U-232 varies widely depending 

on the pre-irradiation storage time. Another difficulty with the 

multi-attribute approach is that the measured U-235 is difficult 

to make use of because it depends on the unknown initial en-

richment and the unknown burnup and doesn’t correlate with 

reactor type (because all reactors deplete U-235 down to the 

same range in spent fuel, between 0.7 to 1.0 w/o). 

However, examination of the FISPIN calculations carried 

out in the initial feasibility work, has indicated a simple approach 

that does appear to be promising. The approach starts with the 

observation that the measured U-236 assay of the sample con-

tains implicit information relating to how much U-235 has been 

removed by fission and neutron capture events (to produce the 

U-236). The thermal capture/absorption ratio
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U-235 is approximately 0.14. This suggests that for every cap-

ture event in U-235, about 7 U-235 atoms will have been lost to 

the combination of fissions and captures. Taking, as a first step, 

the capture/absorption ratio to be constant (which amounts to 

neglecting neutron captures by U-236 and neutron spectrum 

variation with burnup), this observation can be used to esti-

mate the initial U-235 enrichment given the measured U-235 

and U-236 in the sample. Knowing the initial U-235 is much 

more useful than the U-235 at discharge and is promising. Ex-

amination of the FISPIN tabulations for the different reactor 

types suggests a more representative initial guess for R in the 

range 0.16 to 0.17. This is the starting point for the attribution 

analysis. Though this approach is very crude, it is acceptable, 

because at this stage we are only seeking an estimate of the 

initial enrichment that will be refined later. 

Having found a first estimate of the initial enrichment, the 

next step is to refine it using one of the FISPIN tabulations that 

correspond to the same initial enrichment or a nearby tabula-

tion. This gives an improved value of R, which gives a second 

estimate of the initial enrichment. The next step is to plot the 

U-236/U-235 ratio from the sample measurement and compare 

it against plots of the U-236/U-235 ratio versus burnup pre-cal-

culated by FISPIN. This gives a good indication of the discharge 

burnup of the sample. At this stage the minimum expectation 

is that the initial U-235 enrichment of the sample and burnup 

at which it was discharged will have been estimated. This pro-

vides a possible indication of the reactor type. 

The final step in the attribution comes from the observa-

tion that the U-236/U-235 versus burnup curves are slightly 

divergent for the different reactor types and for different ini-

tial enrichments. Depending on which reactor type the FISPIN 

tabulation corresponds to, the indicated burnup will vary to 

some extent. The end-point is a number of possible initial en-

richment/discharge burnup combinations corresponding to dif-

ferent reactor types. 

Figures 6, 7, and 8 show some sample U236/U-235 mass 

ratio plots for PWR, BWR, and AGR respectively and it is these 

plots that are proposed as the basis of the attribution method. 

They all have the same horizontal and vertical axes to facilitate 

comparison and specifying a logarithmic scale for the vertical 

axis helps distinguish the curves at low burnup. Note that apart 

from the PWR 4.9 w/o case, all the curves extend well beyond 

the practically relevant burnups. There is overlap for PWR and 

BWR as expected, while AGR is separated from them. Inter-

estingly, MAGNOX is very distinct from the other cases and 

will be easy to distinguish. At its nominal discharge burnup, 

spent fuel typically has a U-235 content in the range 0.7 to 1.0 
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w/o, with lower inventories of U-236 so that the U-236/U-235 

ratio is typically no more than 0.4. The 0.4 U-236/U-235 ratio is 

evident from Figures 6, 7, and 8 for each of the reactor types, if 

the discharge burnups are matched to the initial enrichments. 

For PWR, for example, (Figure 6) a U-236/U-235 ratio of 0.4 is 

obtained at discharge burnups of approximately 23, 32 and 46 

GWd/tHM burnup for initial enrichments of 2.1, 3.2, and 4.9 

w/o respectively. These burnups coincide with the natural dis-

charge burnup of fuel assemblies with this enrichment. The 

same analysis also applies to BWR (Figure 7) and AGR (Figure 

8). At burnups that are beyond the design discharge burnup, 

the U-235 inventory is depleted to very low levels and the U-

236/U-235 ratio diverges and values in excess of 0.4 implies fuel 

that has been irradiated beyond its natural discharge burnup.

Since this approach relies on U-235 and U-236, the poten-

tial for uncertainties on the FISPIN inventory calculations bias-

ing the attribution is minimal, because these two isotopes are 

known from validation tests against experimental data to be 

well predicted and with small measurement uncertainties. The 

same also applies to U-234, but not to U-232, for which both 

the calculation and measurements uncertainties are likely to be 

much larger.

Testing the Attribution Approach
This section illustrates the potential of the proposed attribution 

method by applying it to some specific examples. The first ex-

ample is that of a sample of UO3 for which the measured isoto-

pic assay is available. The sample is known to have originated 

from reprocessing of PWR fuel and to have been separated 

late 1996 and sampled in 1997. The measured uranium isotopic 

composition of the sample is shown in Table 1:

Table 1. Isotopic composition of UO3 sample (PWR fuel, 1996/97)

U-232 U-234 U-235 U-236 U-238

2 ppb1 220 ± 10 ppm 0.851 w/o 0.400 ± 0.003 w/o 98.8 ± 0.4 w/o

1 Uncertainty estimate not available

Applying the proposed methodology to this sample results in 

an estimated initial enrichment of 3.21 ± 0.02 w/o (using the 

quoted measurement uncertainty on U-236). This estimate is 

obtained by dividing the measured U-236 assay by an initial 

estimate of the capture/absorption ratio R of 0.1695 obtained 

from a FISPIN tabulation for PWR fuel with an initial enrich-

ment of 3.2 w/o. This gives the amount by which the initial 

U-235 has been depleted: Δ235 = 0.4/0.1695 = 2.35 w/o. Add-

ing this to the measured U-235 assay gives an estimate for the 

Figure 6. U236/U235 mass ratio versus burnup - PWR Figure 8. U236/U235 mass ratio versus burnup - AGR

Figure 7. U236/U235 mass ratio versus burnup - BWR
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initial U-235 enrichment of 3.21 w/o. This estimate is insensi-

tive to which reactor type the capture/fission ratio R is taken 

from. With this initial enrichment, the measured U-236/U-235 

ratio of 0.47 is used to estimate the discharge burnup from the 

3.2 w/o curves of Figures 6 to 8 and gives the results indicated 

in Table 2:

Table 2. Discharge burnup estimates

Tabulation Attributed discharge burnup (GWd/tHM)

PWR 3.2 33 ± 2

BWR 3.2 30 ± 2

AGR 3.2 28 ± 2

 
This indicates three possible matches to PWR, BWR, and 

AGR with different burnups matching each. This is useful in-

formation that might be used to corroborate other attributions. 

In this case, it is possible to rule out AGR as the reactor type 

using the sample date of 1997 (at which time the initial enrich-

ments were lower). This implies a discharge date prior to 1990, 

at which point AGR mean discharge burnups were consider-

ably lower than 28 GWd/t. The final attribution is therefore ei-

ther a PWR at ~33 GWd/t or a BWR at ~30 GWd/t. Both these 

attributions are plausible because the initial enrichments and 

discharge burnups both fit well with PWR and BWR spent fuel 

characteristics available at that time. 

A sensitivity analysis for this specific case results in a 

change in attributed discharge burnup estimated at approxi-

mately ±1.5 GWd/t for a ±10 percent change in the capture/

absorption ratio R. Within the context of this application, this 

is an acceptably small uncertainty, especially considering that 

R could reasonably be expected to have a smaller uncertainty 

with suitably fine tabulation intervals. Assuming that the un-

known uncertainty on the sample U-235 measurement is small, 

the main contributor to the uncertainty estimates in Table 2 are 

the calculation uncertainties on U-235 and U-236 from FISPIN 

estimated at 5 percent and 10 percent respectively, which in 

turn implies an uncertainty of ± 2 GWd/tHM on the discharge. 

It is possible to gain additional information from the mea-

sured U-234 concentration for this sample. Figure 3 indicates 

from the PWR 3.2 curve that a reasonable estimate for the 

initial U-234 concentration would be approximately 300 ± 10 

ppm (the actual value depends to a small extent on the un-

known tails enrichment and does not depend on reactor type). 

At the attributed burnup of 33 GWd/t, this would have depleted 

to approximately 180 ppm. The measured value of 219 ppm 

indicates an enhancement of about 20 percent, presumably 

due to build-up during the cooling period between discharge 

and separation. A 20 percent enhancement equates to approxi-

mately ten years’ cooling. So the sample would correspond to 

fuel that was cooled for ten years before separation. Though 

the actual cooling time for the sample is unknown, ten years 

nevertheless is a very reasonable guess. A value significantly 

longer than ten years would not be reasonable, because PWR 

discharge burnups as high as 33 GWd/t were only routinely at-

tained in the mid-1980s. 

The second example is a set of four spent fuel sample 

measurements from the Galaxy Serpent international bench-

mark exercise in which the UK recently participated, with NNL 

supplying one of the three attribution assessments from the 

UK based on the measured plutonium isotopic abundances.1 

The four measured samples are designated ERATO-1 to ER-

ATO-4 and include measurements of the U-235 and U-236 

concentrations. Table 3 shows the measured U-235 and U-236 

concentrations for the four ERATO samples. The methodology 

leads to an initial enrichment estimate for all four samples of 

3.4 w/o (assuming that the samples come from a PWR, as in-

dicated by all three attribution methods used by the UK in Gal-

axy Serpent, gives the burnups indicated in the sixth column). 

As an illustration of the approach, the calculation for ERATO-1 

used an estimate for the capture/absorption ratio R of 0.168 

obtained from FISPIN tabulations for 3.2 w/o initial enrichment. 

Using the measured U-236 assay of 0.382 w/o gives an esti-

mate of the amount by which U-235 has been depleted Δ235 

= 0.382/0.168 = 2.274 w/o. Added to the measured U-235 as-

say of 1.125 w/o this indicates an initial enrichment of 3.4 w/o. 

These attributed initial enrichments and discharge burnups cor-

relate very well with NNL’s attribution based on the plutonium 

isotopics (Table 4) and applying the two attribution methods 

provides valuable independent corroboration. The attributed 

burnups also correlate closely with the burnup inferred from 

Nd-148 measurements.5

In this instance, there is prior evidence pointing to the 

samples originating from a PWR. Table 5 shows the effect on 

the estimated discharge burnups of not making this assump-

tion and postulating BWR or AGR as alternative sources. The 

spread of burnups is small, especially if AGR can be omitted, 

which is certainly the case for the ERATO samples, but the 

data could equally be fitted to BWR or VVER reactors, so that 

there is no definitive attribution to a specific reactor type. 
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Table 3. Attribution of ERATO samples based on U-235 and U-236 measurements

Measured 
U-235 (w/o)

Measured
U-236 (w/o)

U-236/U-235
Estimated initial U-235 

enrichment (w/o)
Attributed discharge 

burnup (GWd/t)
Nd-148 burnup  

measurement (GWd/t)

ERATO-1 1.125 ± 0.003 0.382 ± 0.001 0.340 ± 0.001 3.4 ± 0.1 28 27.05 ± 0.81

ERATO-2 2.030 ± 0.005 0.236 ± 0.001 0.116 ± 0.001 3.4 ± 0.1 14 11.72 ± 0.35

ERATO-3 1.383 ± 0.004 0.332 ± 0.001 0.240 ± 0.001 3.4 ± 0.1 23 22.65 ± 0.68

ERATO-4 1.727 ± 0.004 0.275 ± 0.001 0.159 ± 0.001 3.4 ± 0.1 17 15.27 ± 0.46

Table 4. Attribution of ERATO samples based on measured plutonium 
isotopic abundances

ERATO  
sample

Most  
probable  
reactor  

type

Years 
between  

discharge and  
analysis

Estimated  
initial 
U-235  

enrichment  
(w/o)

Attributed 
sample 

discharge burnup 
sample (GWd/t)

ERATO-1 PWR 1.5 3.5 27.9 ± 1.0

ERATO-2 PWR 3.5 3.5 12.2 ± 0.5

ERATO-3 PWR 1.5 4.0 25.7 ± 0.8

ERATO-4 PWR 1.0 4.0 19.0 ± 0.7

Table 5. Dependence of discharge burnup on reactor type 

Attributed discharge burnup (GWd/t)

PWR BWR AGR

ERATO-1 28 26 25

ERATO-2 14 13 13

ERATO-3 23 22 21

ERATO-4 17 17 16

Conclusions
An approach has been developed that is able to use the mea-

sured isotopic composition of a Rep U sample to attribute the 

sample to a reactor type, the initial enrichment of the fuel, its 

burnup, and the cooling time since reprocessing. Though the 

measured isotopic characterization cannot be expected to al-

low a completely reliable attribution, some useful attribution is 

nevertheless possible. As with plutonium attribution, the ap-

plication of other constraints, such as knowledge of the his-

toric operating characteristics of different reactor types, can be 

helpful at reducing the number of potential attributions that can 

reasonably be assigned. 

The approach has been developed and tested for Rep U 

from commercial reactor fuel reprocessing. However, the ap-

proach is also likely to be valid for Rep U originating from repro-

cessing low-enriched uranium (LEU) or highly enriched uranium 

(HEU) research reactor fuels, because the neutron spectra of 

thermal spectrum commercial and research reactors overlap 

and the capture/fission ratio R is similar. Broadening the FISPIN 

tabulations to cover LEU and HEU research reactors would be 

an obvious extension of this work. 
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Abstract
The UK has been investigating scenarios in which fast reactors 

are deployed in a breeding cycle that is not dependent on exter-

nal uranium supply. Although it not certain whether there will 

ever be a driver for strategic independence in the UK, it is nev-

ertheless important that all the options are examined and their 

implications understood. An ASTRID-type Sodium Fast Reactor 

(SFR) with an iso-breeder core (overall breeding ratio margin-

ally above 1.0) would be a plausible option in such a scenario 

and has been assumed in some of the reference scenarios. 

However, there is a theoretical vulnerability to a proliferation 

scenario in which the axial breeder regions are sheared sepa-

rately in the head end of a reprocessing plant and used to re-

cover very high isotopic quality plutonium. This paper describes 

an assessment of the effectiveness of Np-237 and plutonium 

seeding of the breeder blankets in order to avoid the produc-

tion of such high isotopic quality fissile materials. The study 

was initially intended to focus on Np-237 seeding, but it was 

found that plutonium seeding would be more practicable. The 

purpose of the study was not to demonstrate that an ASTRID 

iso-breeder could be operated with a high degree of intrinsic 

proliferation resistance, but rather to investigate whether seed-

ing the breeding blankets could avoid the production of virtually 

pure Pu-239 that otherwise is produced in the breeder region. 

The study demonstrates that seeding the breeder regions is ef-

fective to a limited extent by ensuring that pure Pu-239 produc-

tion is avoided. Unseeded breeder regions produce plutonium 

which is in the weapons grade category and could be regarded 

as incompatible with the IAEA INPRO guideline that: “the at-

tractiveness of nuclear material and nuclear technology in an 

Innovative Nuclear System for a nuclear weapons program 

should be low.”

Introduction
Sodium voiding is an important consideration in sodium fast 

reactors (SFR). Any mechanism that voids sodium in the core 

causes the neutron energy spectrum to become more ener-

getic and has the potential to inject significant reactivity. A 

positive sodium void coefficient can be managed if other feed-

back mechanisms such as fuel temperature (Doppler) are suf-

ficiently strong, but it could be argued that a better approach is 

to design the core to make the void coefficient less positive or 

even negative. This can be achieved by using a core configu-

ration in which leakage of neutrons increases in the event of 

sodium voiding and this is the approach that has been adopted 

for the ASTRID SFR prototype which France is designing. AS-

TRID (see Figure 1) uses a core with a large diameter and small 

height, which combined with internal and external axial breeder 

regions does not have a large positive sodium void reactivity 

(this is the CFV core design). 

As part of its Nuclear Road Map,1 the UK has been investi-

gating scenarios in which fast reactors are deployed in a breed-

ing cycle that is not dependent on external uranium supply. 

Although it is not certain whether there will ever be a driver for 

strategic independence in the UK, it is nevertheless important 

that all the options are examined and their implications under-

stood. An ASTRID-type SFR with an iso-breeder core (overall 

breeding ratio marginally above 1.0) would be a plausible option 

in such a scenario. However, there is a theoretical vulnerability 

to a proliferation scenario in which the axial breeder regions 

are sheared separately in the head end of a reprocessing plant 

and used to recover high-fissile-quality plutonium. This paper 

describes an assessment of the effectiveness of Np-237 and 

plutonium seeding in order to avoid the production of pluto-

nium of such high isotopic quality. The study was initially in-

tended to focus on Np-237 seeding, but it was found that plu-

tonium seeding was more effective and more practicable. The 

purpose of the study was not to demonstrate that an ASTRID 

iso-breeder could be operated with a high degree of intrinsic 

proliferation resistance, but rather to investigate whether seed-

ing the breeding blankets could avoid the production of virtually 

pure Pu-239 that otherwise is produced in the breeder region. 
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The motivation is guided by the International Atomic Energy 

Agency (IAEA) INPRO2 and Gen IV3 international collaborations, 

where it is accepted that best practice should minimize the 

attractiveness of fissile material generated in the system. The 

UK would very likely seek to implement best practice wherever 

possible and follow the INPRO guidelines and the context of 

the study was to investigate what could practically be achieved 

in this respect. The ERANOS fast reactor code package4 was 

used to model an ASTRID-type core configuration in which the 

axial breeder regions are seeded with Np-237 or reactor-grade 

plutonium in an attempt to avoid the production of high-fissile-

quality plutonium. 

SFR Core Model
The ERANOS fast reactor code suite4 was used to model the 

ASTRID CFV core, rated at 600 MWe (1500 MWth). The CFV 

core (Figure 1) consists of an inner fuel region in which the fuel 

rods vary axially between regions of breeder and fuel mate-

rial with a large sodium plenum above.5 The fuel is UO2-PuO2 

(mixed-oxide: MOX) with a high Pu content of 16 weight per-

cent (w/o). The breeder region of the standard design core con-

sists of depleted UO2. The fuel clad is stainless steel. The outer 

fuel region (the blue region in Figure 1) has an increased axial 

height compared with the inner region, which is an additional 

positive coolant void coefficient mitigation measure. The core 

was modelled with ERANOS using the R-Z geometry option in 

33 neutron energy groups, with the key resonance elements 

(U, Pu, Th, Zr, C) modelled in 1968 energy groups in the ECCO 

cell calculations, prior to condensation to thirty-three groups.

As modelled, the reactor operates on a single batch 

scheme (mainly due to necessary simplification of the mod-

elled reprocessing scheme when using ERANOS). The reactor 

operates for 5 x 400 days (2,000 days in total) before all fuel 

is removed. The assumption is made that the breeder mate-

rial is extracted after the first cycle (400 days) of operation. 

Removing breeder material at 400 days represents a hypotheti-

cal proliferator’s first opportunity to remove material from the 

core without recourse to an unusual reactor operating regime. 

Although in this core design the fuel and breeder are integral to 

individual fuel rods, it is assumed that a determined proliferator 

would utilize mechanical chopping of the fuel rods in order to 

separate fuel from breeder.

Breeder Region Seed Compositions
Three distinct seed types are used in this study: Np-237, plu-

tonium obtained from PWR reprocessing in equilibrium, and 

plutonium recycled from SFR in equilibrium. The plutonium iso-

topic compositions are shown in Table 1:

Table 1. SFR & PWR plutonium isotopic composition

Weight percentage (w/o)

Source Pu-238 Pu-239 Pu-240 Pu-241 Pu-242 Am-241

PWR 4.0 50.0 23.0 12.0 9.5 1.5

SFR 2.7 45.8 33.4 6.2 10.7 1.2

When seeding the breeder with Np-237, three individual 

runs were performed using Np loading of 0.017 w/o, 1 w/o and 

5 w/o (in relation to the total breeder mass). The material added 

to the breeder is pure Np-237. The 0.017 w/o, figure is deter-

mined by the amount of Np-237 that can be generated from an 

unseeded SFR operating for a full term of 2,000 days. Thus, it 

represents — as a first approximation — the amount of Np-237 

that could be obtained from recycle of Np after extraction from 

spent fuel from the core. Seeding the breeder material with 1 

w/o or 5 w/o Np-237 would require an external source of nep-

tunium in order to provide the necessary quantity.

Plutonium is added to the breeder in proportions of 1, 5, 

and 10 w/o for ex-PWR Pu. SFR plutonium is added in propor-

tions of 1, 5, and 11.9 w/o. The 11.9 w/o value represents the 

total amount of plutonium that could be obtained from recycle 

of Pu after extraction from spent fuel that has undergone 2000 

days of irradiation in the core. The remaining breeder material 

consists of depleted uranium: 99.7 w/o U-238, 0.3 w/o U-235.

Figure 1. ASTRID CFV core schematic diagram
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Np-237 Seeding — Results
Figure 2 shows the plutonium isotopic composition for plutoni-

um bred in the SFR inner breeder seeded with Np-237. Np-237 

initial seed concentrations are (from left to right) 0.017 w/o, 

1.0 w/o, and 5 w/o respectively. The results are plotted for ir-

radiation times between 400 days (which is the earliest time at 

which the breeder material would be accessible) and full-term 

irradiation at 2,000 days. With no seeding of the breeder re-

gion, the plutonium isotopic quality at 400 days corresponds to 

weapons grade material and even after 2,000 days’ irradiation 

the Pu-239 content remains in excess of 90 w/o. Seeding with 

Np-237 at 0.017 w/o has no discernible impact and is complete-

ly ineffective. With 1.0 w/o Np-237 seeding the Pu-239 fraction 

remains high at 400 days at approximately 92.5 w/o, but in-

growth of Pu-238 at 400 days is such that the Pu-238 amounts 

to 5.9 w/o of the total plutonium content. With 5.0 w/o Np-237 

seeding the Pu-238 at 400 days accounts for 23.6 w/o of the 

total plutonium inventory and the Pu-239 fraction is 75.3 w/o. 

Seeding the breeder regions with 1.0 w/o and 5.0 w/o 

Np-237 is effective in avoiding the production of pure Pu-239, 

which satisfies one of the objectives of this study. It is diffi-

cult to comment on the materials attractiveness of plutonium 

containing 5.9 w/o or 23.6 w/o Pu-238 except to say that the 

heat output is likely to significantly complicate its utilisation in a 

nuclear explosive device compared with pure Pu-239. It is no-

table that even the higher Pu-238 content is significantly below 

the threshold of 80 percent at which plutonium is exempted 

from the IAEA nuclear material categorization6 and therefore 

the full requirements of nuclear security and safeguards would 

still be applicable. 

Pu Seeding — Results
Figure 3 shows the evolution of the plutonium isotopic compo-

sition for breeder plutonium for low, medium and high pluto-

nium seed levels (corresponding to 1.0, 5.0 and 10.0 w/o), us-

ing plutonium derived from PWR reprocessing. Figure 4 shows 

the corresponding plots for seeding with plutonium derived 

from SFR reprocessing (in this specific case the low medium 

and high seed levels correspond to 1.0, 5.0 and 11.9 w/o re-

spectively). These figures show the fissile fraction defined as 

(Pu239+Pu241)/Total Pu, which is used as a measure of iso-

topic quality, as a function of irradiation time. At long irradia-

tion times the two datasets appear to be heading toward the 

same equilibrium asymptotes, with the isotopic quality of the 

plutonium increasing with irradiation time such that the limiting 

irradiation time is now 1,200 days or more and not the 400 days 

that applies with Np-237 seeding. 

Figure 2. Evolution of Pu isotopics with irradiation time in breeder region with Np-237 initial seed concentrations are (from left to right) of 0.017 w/o, 1.0 
w/o and 5 w/o respectively
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The medium and high seed cases were run largely to pro-

vide an upper bound. With the high Pu seed concentration, the 

239+241 fraction builds towards equilibrium at around 65 per-

cent, which coincides with reactor grade plutonium. With the 

medium Pu seeding the fissile quality reaches equilibrium at 

between 70 and 75 w/o, which equates to that of low burnup 

commercial reactor spent fuel. Neither case could conceiv-

ably be claimed to be anything other than weapons usable so 

that as for Np-237 seeding even these limiting cases cannot 

be claimed to be proliferation proof. In practice, seeding the 

breeder zones with medium or high Pu seeding would largely 

remove the distinction between the driver fuel regions and the 

breeder regions and might adversely affect positive void coef-

ficient mitigation. With 1.0 w/o Pu seeding the void mitigation 

effect of the breeder zones could reasonably be expected to 

be preserved, but the 239+241 fraction builds up to an equi-

librium close to 86 percent. Although such material would 

most certainly be weapons usable, it still would represent a 

considerable improvement on an unseeded breeder where the 

239+241 fraction is in excess of 90 percent at 2,000 days. At 

400 days’ irradiation, 1.0 w/o Pu seeding yields between 75 

and 80 percent 239+241 fraction, compared with >95 percent 

for the unseeded breeder. 

Seeding the breeder zones with 1.0 w/o Pu would incur a 

fuel fabrication cost penalty, but not as significant as Np-237 

seeding, since all the fabrication operations could be accommo-

dated within a MOX production facility. Operator doses could 

also be expected to be close to those of fabricating fuel with 

an unseeded breeder. Therefore, seeding the breeder regions 

with a low concentration of Pu appears to offer a significant 

step forward in terms of avoiding the production of very high-

fissile-quality plutonium, with minimum technological risk and 

economic penalty. With an unseeded breeder the worst case 

indicated is of a proliferator having access to plutonium with 98 

percent 239+241 fraction after 400 days’ irradiation. With 1.0 

w/o Pu seeding, the worst case equates to about 86 percent 

239+241 fraction. However, it is emphasized that although this 

is an improvement on the unseeded case, the isotopics qual-

ity in the breeder remains in the upper range of current com-

mercial reactor fuels and cannot conceivably be claimed to be 

proliferation proof. 

 

Figure 3. Evolution of plutonium isotopic quality with irradiation time – PWR sourced plutonium
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Logistics of Seeding with Np-237
The 1.0 and 5.0 w/o Np-237 seed concentrations considered 

here were chosen arbitrarily and further consideration needs 

to be given to the logistics of sourcing Np-237 and whether 

these seed concentrations are sensible. There are two broad 

scenarios that need to be considered: 

1.  The initial core and early cycles for an ASTRID iso-

breeder in which the fissile material is obtained from 

recycled spent LWR fuel.

2. Equilibrium cycle in ASTRID iso-breeder core. 

These two scenarios are significantly different. In LWR spent 

fuel the Np-237 inventory is typically in the range 600-700 g/

tHM, compared with the plutonium inventory of 11,000-12,000 

g/tHM. In the ASTRID core the total heavy metal masses of 

the driver and breeder regions are 81 tHM and 59 tHM respec-

tively. The initial plutonium inventory of 13 tPu needed for the 

driver regions at a nominal 16 w/o total plutonium concentra-

tion could be obtained by reprocessing approximately 1100 

tHM of spent LWR fuel. With Np-237 partitioning, the same 

LWR fuel mass would yield in the region of 700 kg of Np-237, 

which would allow the breeder regions to be seeded with just 

over 1 w/o of Np-237, fortuitously coinciding with one of the 

data points analysed here. 

The equilibrium Np-237 inventory in the ASTRID core is 

approximately an order of magnitude smaller than that of LWR 

spent fuel and in the equilibrium cycle there is only sufficient 

Np-237 available to seed the breeder regions at around 0.1 w/o. 

This is because of the more favourable fission/capture ratio of 

Np-237 in the fast neutron spectrum that allows fast spectrum 

systems to burn Np-237 and other transuranics. During the 

transition from the initial cycle to the equilibrium cycles, the 

Np-237 inventory would gradually decline during the transition 

to equilibrium and a 1.0 w/o Np-237 seed strategy could not be 

maintained beyond the initial transition cycles. There is there-

fore a considerable logistical difficulty with seeding the breeder 

regions with 1.0 w/o Np-237 in a sustainable way and 5.0 w/o 

seed is definitely ruled out even in the initial cycles. Moreover, 

extracting Np-237 from LWR spent fuel reprocessing and its 

subsequent incorporation in the breeder regions of ASTRID 

fuel sub-assemblies would incur significant cost penalties that 

further diminish its attractiveness. 

Figure 4. Evolution of plutonium isotopic quality with irradiation time – SFR-sourced plutonium



25Journal of Nuclear Materials Management 2016 Volume XLIV, No. 3

The practicality of manufacturing breeder pellets contain-

ing 5.0 w/o Np-237 would likely demand remote fabrication 

methods and combined with the need to source the Np-237 

would make fuel fabrication very complex and expensive. With 

1.0 w/o Np-237 seeding, fuel fabrication is likely to be simpli-

fied, but nevertheless still penalised economically. It is conclud-

ed that seeding with Np-237 at about 1.0 w/o might appear to 

strike a reasonable compromise between maximising Pu-238 

content and manufacturing feasibility, subject to availability of 

Np-237 and demonstration that the fuel fabrication cost penalty 

is tolerable. 

The driver for this study was to determine whether seeding 

the breeder regions with Np-237 or Pu would be effective at 

decreasing the proliferation risk posed by high-fissile-quality plu-

tonium generated in the breeder regions. Seeding with Np-237 

seems to produce the least attractive fissile material because of 

the very large heat source from the Pu-238, but also would be 

more expensive, would present major logistical difficulties, and 

not be sustainable beyond the early transition cycles. A further 

consideration is that the separation of Np-237 poses a prolifera-

tion risk because Np-237 is itself a fissionable material. For these 

reasons, seeding the breeder regions of ASTRID with plutonium 

is considered more favourable, even though its proliferation re-

sistance performance is not quite as good. 

Proliferation Vulnerability Assessment
The intended operational mode of the ASTRID CFV core is that 

after irradiation for 2,000 days the fuel sub-assemblies would 

be discharged from the core and stored for a period of a few 

years to allow the decay heat output to decline. Following this 

cooling period the fuel would be sheared and dissolved as the 

first step in reprocessing. During the fuel shear step the inner 

sub-assemblies would be sheared as a whole, with fuel pellets 

from both driver regions and the breeder regions both subject 

to dissolution in the same batch without any attempt to parti-

tion them. Such co-dissolution would result in the high-fissile-

quality plutonium in the breeder regions being mixed with the 

much larger mass of plutonium from the driver regions. The 

overall isotopic composition of the plutonium would be domi-

nated by the contribution from the driver region and would be 

categorised as reactor grade. Therefore, the system operated 

as intended would not generate weapons grade fissile material.

However, there is a vulnerability in that a relatively minor 

modification in head-end operations could be conceived that 

could be effective at partitioning the breeder regions and which 

could be used to produce dissolution batches containing very 

high-fissile-quality plutonium. The only protection against this 

would be safeguards and verification measures. The worst 

case scenario, with partitioning of breeder regions from fuel 

sub-assemblies discharged after 400 days’ irradiation, would 

yield plutonium with a Pu-239 content estimated in the region 

of 98 percent. This is inconsistent with the Basic Principle for 

proliferation resistance as advocated by IAEA INPRO:7 “The at-

tractiveness of nuclear material (NM) and nuclear technology in 

an Innovative Nuclear System for a nuclear weapons program 

should be low. This includes the attractiveness of undeclared 

nuclear material that could credibly be produced or processed 

in the INS.” As a minimum, compliance with this INPRO basic 

principle requires that the plutonium that could credibly be pro-

duced should be categorised as posing a risk no higher than 

reactor grade. Seeding the breeder zones with 1.0 w/o Np-237 

or 1.0 w/o Pu would be sufficient to ensure this is the case. 

The INPRO basic principle for proliferation resistance is 

prefaced by the statement: “Proliferation resistance intrinsic 

features and extrinsic measures shall be implemented through-

out the full life cycle for innovative nuclear energy systems to 

help ensure that Innovative Nuclear Systems will continue to 

be an unattractive means to acquire fissile material for a nu-

clear weapons program. Both intrinsic features and extrinsic 

measures are essential, and neither shall be considered suf-

ficient by itself.” Seeding the breeder regions with 1 w/o Np-

237 or 1.0 w/o Pu would count as intrinsic features under this 

principle, but would not in any way affect the need for extrinsic 

measures, such as safeguards and security.

Conclusions
The fuel for the ASTRID CFV core, which has axial breeder 

zones in the fuel pins, introduces a potential proliferation 

pathway. Selective cropping of fuel assemblies to isolate the 

breeder zones from the driver zones in dissolution, could in 

theory be used for a proliferator to extract weapons grade 

plutonium. This is not consistent with the IAEA INPRO Basic 

Principle of avoiding the production of fissile material of high 

attractiveness. This study has demonstrated that seeding the 

axial breeder zones with >1 w/o of Np-237 is in theory an ap-

proach that could be used to degrade the attractiveness of 

the fissile material that could potentially be isolated. However, 

Np-237 seeding will adversely affect fuel fabrication costs and 

the logistics of obtaining the required inventory of Np-237 also 

poses potential difficulties. If a fleet of ASTRID CFV reactors 
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was operated in a synergistic cycle with LWRs, there would be 

enough Np-237 produced in the LWRs to meet the inventory 

needed for seeding. However, in a fleet composed entirely of 

ASTRID CFV reactors, production of Np-237 is much lower and 

there would be insufficient inventory available. Seeding with 

plutonium seems more practicable, with a much smaller pen-

alty of the cost of fuel fabrication and ensures that the pluto-

nium produced in the breeder zones falls into the reactor-grade 

category. This goes some way towards satisfying the INPRO 

Basic Principle, but it should be emphasized that while this is 

a step in the right direction, it is not possible to claim that the 

system can be made in any sense proliferation proof. The best 

that can be claimed that seeding the breeder zones with 1 w/o 

plutonium reduces the theoretical proliferation risk to be more 

comparable with existing reactor types. 
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Abstract
The International Atomic Energy Agency (IAEA) has devel-

oped an On-Line Enrichment Monitor (OLEM) as one possible 

component in a new generation of safeguards measures for 

uranium enrichment plants. The OLEM measures 235U emis-

sions from the UF6 gas flowing through a unit header pipe us-

ing NaI(Tl) spectrometers, and corrects for gas density changes 

using pressure and temperature sensors in order to determine 

the enrichment of the gas as a function of time. In parallel with 

the OLEM instrument development, a Virtual OLEM (VOLEM) 

software tool has been developed that is capable of producing 

synthetic gamma-ray, pressure, and temperature data repre-

sentative of a wide range of enrichment plant operating condi-

tions. VOLEM complements instrument development activities 

and allows the study of OLEM for scenarios that will be difficult 

or impossible to evaluate empirically. Uses of VOLEM include: 

uncertainty budget analysis and performance prediction for 

typical and atypical operational scenarios; inter-comparison of 

candidate gamma-ray spectral analysis and enrichment estima-

tion algorithms; and testing of the OLEM analysis and report-

ing software. This paper describes the technical foundations of 

VOLEM and illustrates how it can be used. An overview of the 

nominal instrument design and deployment scenario for OLEM 

is provided, with emphasis on the key online-assay measure-

ment challenge: accurately determining the portion of the total 
235U signal that comes from a background that includes solid 

uranium deposits on the piping walls. Monte Carlo modeling 

tools, data analysis algorithms and uncertainty quantification 

methods are described. VOLEM is then used to quantitatively 

explore the statistical uncertainty budgets and predicted instru-

ment performance for a plausible range of typical plant operat-

ing parameters, and one set of candidate analysis algorithms. 

Additionally, a series of VOLEM case studies illustrates how 

an online enrichment monitor might respond in scenarios ex-

pected to be atypical, for example weak pressure transients or 

significant changes in background levels. 

Introduction
As global uranium enrichment capacity under international 

safeguards expands, the International Atomic Energy Agency 

(IAEA) is challenged to develop next-generation safeguards 

approaches at gaseous centrifuge enrichment plants (GCEPs) 

while working within budgetary constraints. The IAEA’s safe-

guards approach for GCEPs is intended to provide timely de-

tection of a) diversion, b) excess production beyond declared 

amounts, and c) the production of enrichment levels higher 

than declared.1 The IAEA continues to pursue innovative tech-

niques and an integrated suite of safeguards measures to 

address the verification challenges posed by advanced cen-

trifuge technologies and the growth in separative work unit 

capacity at modern centrifuge enrichment plants.1-3 The ability 

to continuously and independently monitor not only the ura-

nium mass balance but also the 235U mass balance in the facil-

ity would support all three verification objectives described 

above. Continuous, unattended monitoring of enrichment lev-

els of in-process UF6 gas would be a key enabler for monitor-

ing the 235U mass balance.  

On-line enrichment monitors are not a new concept in 

the safeguards community; the IAEA can draw on experience 

gained with a device called a Continuous Enrichment Monitor 

Online (CEMO).4-7 CEMO had a relatively limited objective: pro-

vide indication of whether the enrichment of the gas flowing 

in the pipe was greater than 20 percent 235U. This earlier in-

strument was located on the output of each cascade where 

gas pressure is low but relatively stable. The device required 

a radioactive source for determination of gas density (using 

transmission measurements); source replacement presented 

maintenance challenges. 
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For the IAEA’s next generation of online enrichment moni-

tor, considerably more is being asked. The IAEA sees two 

primary measurement objectives for the On-Line Enrichment 

Monitor (OLEM): 1) continuous monitoring of all declared gas 

flow to detect production of higher-than-declared enrichment, 

and 2) high-accuracy quantification of gas enrichment as a func-

tion of time, E(t), to support verification of the cylinder’s aver-

age enrichment, and in conjunction with data from subsequent 

cylinder mass measurements, 235U mass.3

The OLEM device was designed to be compatible with 

large modern centrifuge enrichment plants with a capacity of 

several thousand tons SWU/year. Such a facility might have 

several units (e.g., 6-10), each consisting of multiple (e.g., 10) 

cascades. It is impractical to monitor the outputs of each cas-

cade, as was done with CEMO, due to the large number of 

locations. Further, the CEMO location is unattractive for high-

accuracy, quantitative gas monitoring because of the low gas 

pressure at those locations. The unit header pipes are advan-

tageous locations for OLEM (Figure 1) because there the gas 

flow from multiple cascades is combined and in most modern 

plants, a unit header pump increases the gas pressure to a few 

tens of Torr on product and tails header pipes, thereby produc-

ing a relatively strong gas signal compared to the background 

presented by, for example, wall deposits or nearby cylinders. 

In addition, this location affords the opportunity for the IAEA 

to directly monitor the gas pressure, since there are generally 

fewer proprietary concerns from operators, compared to the 

low-pressure portions of the plant. Other challenges arise at 

this location, however, including gas-pressure transients during 

cylinder filling and evacuation processes. The OLEM Collec-

tion Nodes are to be mounted externally on a unit header pipe, 

making it possible to use the OLEM at both new and existing 

enrichment plants.

The IAEA, under the auspices of the United States’ Sup-

port Program to the IAEA, began the development of OLEM 

prototypes in 2011. A nominal OLEM Collection Node design 

is shown in Figure 2 and uses NaI(Tl) gamma-ray spectrome-

ters to collect the net signal specific to 235U (e.g., the emission 

at 186 keV) in the uranium hexafluoride (UF6) gas flowing past 

the device. Options for measuring the UF6 gas pressure, P(t) in-

clude a signal-sharing device installed on one of the operator’s 

pressure gauges (as in Figure 2), or a dedicated IAEA pressure 

sensor. Temperature of the UF6 gas inside the pipe, T(t), is in-

ferred using temperature sensors (i.e. resistance temperature 

detectors) attached to the outside of the header pipe. The OLEM 

Collection Node is housed in a tamper indicating enclosure that 

can be attached to unit header pipes of various diameters. The 

OLEM design utilizes modular, commercial components with 

plug-and-play extensibility in mind and is intended to meet the 

IAEA’s guidelines and requirements for unattended and remotely 

monitored safeguards systems. The OLEM can be deployed in-

crementally to support phased deployment and plant expansion, 

and is intended to meet the IAEA’s guidelines and requirements 

for unattended and remotely monitored safeguards systems. 

Based on IAEA modeling10 and proof-of-principle field mea-

surements by Los Alamos National Laboratory at a commercial 

enrichment plant,11 IAEA provided OLEM performance targets 

specified in terms of total (statistical and systematic) relative 

Figure 1. Example OLEM deployment scenario in which the device assays the output flow (product or tail material) from the multiple cascades 
comprising an enrichment unit, and at a location on the high-pressure side of the unit header pump. Also shown are the locations where the IAEA’s 
previous generation of online monitors (i.e., CEMO) were deployed (on each cascade pipe).



29Journal of Nuclear Materials Management 2016 Volume XLIV, No. 3

uncertainties for E(t):sp = 1 percent, sF = 2 percent and sT = 

3 percent for product, feed and tails gas streams, respectively. 

Oak Ridge National Laboratory (ORNL) is the lead developer in 

the OLEM project.9 The IAEA has recently completed a field 

trial of OLEM instruments in an operational enrichment plant.22

As a part of the OLEM development project, a Virtual 

OLEM (VOLEM) has been developed. The VOLEM is intended 

to emulate, to a high degree of fidelity, how OLEM Collection 

Nodes will function in the IAEA safeguards verification scenar-

ios at enrichment facilities. VOLEM complements the proto-

type development activities and allows the study of OLEM for 

scenarios that will be difficult or impossible to evaluate em-

pirically. Uses of VOLEM include: uncertainty budget analysis 

and performance prediction for typical and atypical operational 

scenarios; inter-comparison of candidate gamma-ray spectral 

analysis and enrichment estimation algorithms; and testing of 

the OLEM analysis and reporting software.

In this paper, an overview of the OLEM measurement 

scenario is provided with focus on the pressure transients that 

can occur on the high-pressure side of the header pump, and 

how those transients might be used to meet a key challenge in 

online enrichment monitoring: the quasi-continuous calibration 

of the static background, which is typically dominated by wall 

deposits in the pipe. The methods for producing synthetic gam-

ma-ray spectra, pressure and temperature data are described. 

Data analysis methods, including uncertainty budget analysis 

and candidate gamma-ray spectral analysis methods are then 

discussed. Results of performance prediction studies based on 

the statistical contributions to total uncertainty, under steady-

state operational conditions, are presented. Case studies for 

atypical scenarios, including transient plant conditions, indicate 

where systematic uncertainties in reported enrichment values 

might arise.   

Figure 2. Schematic of an OLEM Collection Node that combines gamma-ray spectrometry using a NaI(Tl) detector with gas pressure and temperature 
data to calculate the relative enrichment of the gas as a function of time, E(t). Data security methods support off-node transmission of E(t) and state of 
health (SOH) data.
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OLEM Measurement Scenario
For the calculation of the relative enrichment of the UF6 gas 

flowing through the OLEM’s field of view (see Figure 2), S is 

defined as the total signal associated with 235U, summed over 

a measurement interval of live time t. S is composed of counts 

from 235U in the gas and from “background” 235U. This back-

ground, W, is typically dominated by solid uranium compounds 

that have deposited on the walls of the piping (see next section 

for more discussion). Also included in W could be 235U in adja-

cent piping or nearby cylinders within the collimator’s field of 

view. In this paper, the wall deposits and ambient background 

are presumed to be static. Note that S and W correspond to 

a given spectral region of interest and spectral analysis algo-

rithm, and are assumed to have a Poisson distribution. 

The UF6 density rgas = rgas (P,T) may be estimated from 

measurements of pressure P (Torr) and temperature T (Kelvin). 

Under these assumptions, the signal over time t from gas at 

relative enrichment E (weight percent 235U) is proportional to 

Ergast. Therefore, given an estimate of W and measurements 

of S and rgas , the relative enrichment of the UF6 gas passing 

in front of the OLEM sensor during time t can be estimated by 

 (1)

where KG (mg 235UF6 / cm3
 ∙ cps) is a calibration constant relating 

the 186-keV count rate collected from the gas to the density 

of 235U hexafluoride in the OLEM’s field of view. This calibra-

tion constant can be determined from Monte Carlo radiation 

transport simulations or from well-calibrated laboratory or field 

measurements. 

Equation 1 is relatively straightforward to use for the de-

ployment scenario where gas pressure and temperature, as 

well as ambient background, are constant. This is not the case, 

however, for the unit header pipe locations envisioned for 

OLEM. In many modern gaseous centrifuge enrichment plants, 

transients are created by the connection of a cold, empty cyl-

inder at the withdrawal stations, in the header pipe of facilities 

with withdrawal stations utilizing direct desublimation. Typi-

cally, the transient consists of a sharp drop in gas pressure and 

temperature followed by a gradual increase in pressure and 

temperature as the cylinder is filled. Figure 3 provides a quan-

titative example in which synthetic pressure and temperature 

transients have been defined for approximately ten hours after 

the connection of an empty, cold cylinder. Gas enrichment is 

assumed constant during this time period. The behavior of S, 

P, T, and gas density (here according to the Weinstock equation 

of state12) are shown. The pressure, in this synthetic scenario, 

climbs from 10 to 50 Torr, and the gas temperature increases 

as well. The magnitude of that temperature changes will de-

pend on several factors, including the location of the OLEM 

relative to the header pump and cylinders. In this study, a tem-

perature increase of approximately 30 degrees Kelvin.  Note 

that the absolute values of pressure and temperature during 

the transient were chosen to be representative of enrichment 

plant operations, not actual conditions at a specific facility. 

In the nominal OLEM measurement scenario used in this 

paper, each gamma-ray spectrum is acquired over a user-de-

fined time interval tgamma (ten minutes in this paper). The pres-

sure and temperature vectors are collected at user-defined 

time intervals tpress and ttemp (both one minute in this paper). In 

the analysis algorithms used in this paper, multiple gamma-ray 

spectra are summed over a reporting time interval treport , nomi-

nally two hours in this work, but ultimately to be negotiated 

with facility operators. 

Virtual OLEM
The VOLEM software package is capable of producing syn-

thetic data streams over a wide range of enrichment plant 

operating conditions that include: the enrichment, pressure, 

and temperature of the gas; the shape and magnitude of the 

pressure transients that can occur in unit header pipes during 

cylinder product and tail cylinder filling; the enrichment and ar-

eal density of the deposits; the spectral shape and amplitude 

of other ambient background source terms. The VOLEM user 

Figure 3. Example behavior of gas pressure, temperature and density, and 
the total 235U signal as a function of time before and after the attachment 
of a cold, empty cylinder to a product withdrawal station
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provides these parameters as input to the software, along 

with variables that define the time-segmentation of the data 

acquisition, analysis and reporting. The VOLEM then writes 

the synthetic raw data streams to the standard file formats 

produced by the actual OLEM Collection Node, and executes 

the analysis algorithms and reports results using the same 

software package installed on the microcontroller of the 

OLEM Collection Node. 

Monte Carlo Modeling and Validation
The radiation transport simulations performed in support of 

VOLEM were performed using Monte Carlo N-Particle (MCNP) 

version 5.13 The model uses a 100-cm length of 10.23-cm (in-

ner diameter) Schedule 40 aluminum pipe typical of modern 

enrichment plants. The UF6 gas in the pipe is modeled as pure 

UF6 at 25 Torr and 293 K (4.82x10-4 g/cm3
 under ideal-gas as-

sumptions). The uranium isotopes in the gas, only 235U and 
238U are modeled here, are considered to be freshly separated 

(“young”) with negligible daughter grow-in, based on two as-

sumptions: 1) the withdrawal process from the feed cylinders 

removes any contaminant fluoride compounds involving urani-

um daughters, and 2) the dwell time for UF6 in a modern GCEP 

cascade is typically less than a few hours.14 

The wall deposit is modeled as a uniform layer of UO2F2 

with an areal density of 900 mg/cm2 (see next section for more 

discussion of wall deposits). The uranium isotopes in the de-

posit are assumed to be at least ninety days old so that the 

daughters important to gamma-ray spectroscopy are in equi-

librium:  231Th (half-life of 1.1 days) with 235U, 234Th (half-life of 

24.1 days) with 238U, and 234mPa (half-life of 1.2 days) with 234Th. 

Emission energies and intensities for all gas and deposit source 

terms were based on data from Reference 15.

To allow flexibility in modeling a range of plant operating 

conditions (e.g., pressure, enrichment, and wall-deposit thick-

ness), some simplifying assumptions were adopted. First, at-

tenuation in the deposit, both of the deposit emissions and the 

gas emissions, is assumed negligible. Second, self-attenuation 

in the gas is taken to be negligible. These effects can be rea-

sonably ignored in this analysis, since the initial focus is quan-

tifying statistical, not systematic, uncertainties. For example, 

even a relatively heavy deposit of 1000 mg/cm2 attenuates the 

186-keV signature by less than 0.2 percent. Similarly, even for 

the portion of the 186-keV gamma emissions coming from the 

far side of a pipe (i.e., 10 cm from the detector) filled with gas 

at a high pressure of 50 Torr, self-attenuation would be less 

than 2 percent. Note that these attenuation factors must be 

addressed in field implementation, as they represent potential 

sources of systematic bias. 

Under these assumptions, a “basis spectra” approach 

was developed in which the significant gamma-ray source 

terms were modeled separately: a) young 235U in gas, b) old 
235U in deposit, and c) old 238U in deposit. Each basis spec-

trum is linearly scaled according to the corresponding operat-

ing conditions, for example gas density or deposit thickness. 

The individual basis spectra are then summed to create the 

simulated OLEM spectrometer response for those specific 

plant conditions.

The NaI(Tl) gamma-ray spectrometer was modeled as a 

7.62-cm diameter by 1.27-cm thick crystal surrounded by a 0.5-

mm aluminum can, with a low-density (1.0 g/cm3) aluminum 

volume behind the crystal to approximate the photomultiplier 

and tube base. Energy resolution, in relative full-width-half-

maximum, was defined to be 7.0 percent at 662 keV with an 

energy dependence typical of NaI(Tl).  

A cylindrical collimator is 1.0-cm thick tungsten lined with 

0.5 cm of iron. The purpose of the iron layer is to attenuate 

tungsten X-rays and thereby allow the measurement of lower-

energy emissions from uranium and its daughters, particularly 

the 63.3-keV emission from 234Th. Note that in actual OLEM 

instruments, alternative X-ray attenuation layers (e.g., copper 

and tin) may be used. Also, additional collimation and shielding 

may be necessary to reduce the effect of ambient background 

in field deployments. For example, gas and deposits in nearby 

pipes could produce direct and scattered gamma rays at the 

detector, and nearby cylinders will increase the gamma-ray and 

neutron background. 

The primary effect of the ambient background in the spec-

tra recorded by OLEM will be an increase in the continuum un-

derlying the peak regions of interest (e.g., 186 keV). One of the 

basis-spectra source terms is intended to approximate these 

continuum effects from scatter created by far-field sources, but 

no comprehensive analysis of ambient background effects was 

performed in this study. Characterizing the effects of ambient 

background under real plant conditions is best performed in 

field testing at an operating facility; the OLEM deployment lo-

cations will be chosen with consideration toward minimizing 

the background intensity and variability.  

Examples of basis-spectra for the collimated NaI(Tl) spec-

trometer are shown in Figure 4 (excluding the ambient back-

ground source term described above). Examples of VOLEM 
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spectra for various plant conditions ranging from high-pressure, 

high-enrichment product to low-pressure tails streams are 

shown in Figure 5. 

Empirical data collected with a prototype OLEM device on 

a UF6 flowing test loop at ORNL was used for validation of 

VOLEM-simulated gamma-ray spectra.25 The NaI(Tl) spectrom-

eter measured 7.54x1.27 cm and had a collimated field of view 

consistent with that described previously for the MCNP-based 

synthetic spectra. As in the MCNP simulations, the OLEM in-

strumentation was mounted on Schedule 40 aluminum pipe 

with an inner diameter of 10.23 cm. The pipe length in the 

flowing test loop was 50 cm, as compared to 100 cm in the 

simulations.  

For these experiments, the pressure, temperatures, and 

enrichment of the gas were measured precisely and there were 

no appreciable wall deposits. Data were collected at three gas 

enrichment levels (0.2 percent, 0.71 percent, and 6.0 percent) 

and the pressure was varied stepwise over a range that is rep-

resentative of the high-pressure side of header pumps. At each 

pressure value, steady-state spectral data was collected for at 

least two hours so that statistical uncertainties in the recorded 

spectra were negligible.25

Figure 6 shows a comparison of the measured and simu-

lated responses at a gas enrichment of 6.0 percent and pres-

sure of 41 Torr, with negligible wall deposits. The spectral 

shapes compare favorably with the exception of the uranium 

X-ray region. The departures here are likely caused by the lack 

of beta-induced photon production in the MCNP modeling (a 

significant source of X-rays in this type of geometry) and very 

different surroundings in the simulation and measurement 

(test loop inside a fume hood). There is good agreement in the 

186-keV energy region—the region of most interest for online 

enrichment monitoring. For an energy window spanning 140 

to 220 keV, the simulated count rate is 89.2 cps and the mea-

sured rate is 94.1 cps, a relative difference of approximately 5 

percent. 

A comparison of simulated and measured count rates in 

the 140-220 keV region, for low and high gas pressures at three 

different enrichment levels, is provided in Table 1. The relative 

difference in count rates for the 0.71 percent and 6.0 percent 

gas enrichments are less than 7 percent, with the simulated 

values being consistently low. The negative bias for the simu-

lated OLEM response is approximately 30 percent for the 0.2 

percent enrichment. The relatively limited information available 

from the flow-loop tests precluded resolution of the discrep-

ancy, but the authors believe that imperfect background cor-

rection in the measured data, and small differences between 

the simulation and measurement configurations, are likely 

explanations. These effects are not significant at higher gas 

enrichments, but for the very weak gas signal at 0.2 percent 

Figure 4. Examples of “basis spectra” corresponding to each of the major online-monitoring source terms as recorded in a nominal instrument design, 
assuming the following plant conditions: gas pressure of 25 Torr, gas and deposit at 5.0 percent 235U, and wall deposit of 900 mg/cm2. The deposit source 
terms assume that daughters are in equilibrium.
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enrichment, become appreciable. The general conclusion from 

the benchmarking results presented here is that VOLEM’s ba-

sis-vector modeling approach is sufficiently accurate to support 

the kind of OLEM performance estimation studies presented 

in this paper.   

Figure 5. Example VOLEM pulse-height spectra for three different combinations of plant operating parameters: gas and deposit enrichment, gas 
pressure, and deposit thickness. These example spectra assume very long acquisition times in order to clearly illustrate low-intensity features.

Figure 6.  Comparison of measured (test loop) and simulated (VOLEM) gas signal for enrichment of 6.0 percent and pressure of 41 Torr.
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Analysis Methods
Background Determination
The key challenge in the practical implementation of online en-

richment monitoring is the development of a self-contained, 

quasi-continuous method for determining the 235U background, 

W, which is typically dominated by uranium deposits on the 

piping wall. Previous studies provide helpful descriptions of the 

mechanisms of uranium deposition on uranium pipes in enrich-

ment plant conditions.16-20 These studies indicate that there are 

two main sources of wall deposits, with the dominant mecha-

nism being reactions that involve the oxides and hydroxides of 

aluminum (from the pipe), adsorbed water molecules (from air 

in-leakage) and perhaps elemental impurities in the aluminum. 

The solid products that remain on the wall are typically UO2F2 

and AlF3, but light gases such as HF are also produced.18 This 

sort of deposit formation is expected to occur most prominent-

ly near valves, collars, and bends where air penetration into the 

piping is more likely. The second source of wall-deposit mate-

rial is the direct deposition of thorium due to the alpha decay 

of uranium nuclei as the UF6 gas passes through the plant.18 

This effect is ignored in this study for two reasons. First, prior 

work has indicated that the role of direct-thorium deposition 

is a relatively small contributor to the total wall-deposit mass. 

Second, though the directly deposited thorium emits gamma 

rays and X-rays, it is not expected to significantly contribute to 

the 186-keV region emphasized in this study.

The uranium deposition rate on the pipe walls depends on 

plant design, cleanliness and operating conditions. Packer et 

al. performed a study of the deposits in the header pipes of an 

operational centrifuge enrichment plant.18 These header pipes 

had been in operation for periods up to approximately seven 

years. Deposition rates were found to vary by a factor of two 

or more in different header pipes; the average growth rate was 

somewhat higher in the first months of operation (~90 mg/

cm2/year) than during later time periods (~50 mg/cm2/year). 

The maximum deposits were measured to be approximately 

650 mg/cm2. Based on this prior work, this study defines the 

“typical” range of wall-deposit thicknesses to be 100 mg/cm2 

to 1000 mg/cm2. The lower values are intended to represent 

header pipes that have been in operation less than a year or 

two, while the top of the range represents relatively long peri-

ods of operation, perhaps fifteen years or more. Wall deposits 

significantly higher (or lower) than this range are considered 

“atypical” in this study.

To set the scale of how important the wall-deposit effect 

can be, consider the following scenario: gas at 3.0 percent 235U 

and pressure of 40 Torr; deposit at 3.0 percent 235U and areal 

density of 1000 mg/cm2. In this case, the total simulated count 

rate in the 186-keV peak is approximately 35 cps, with approxi-

mately 10 cps (~30 percent) coming from the wall deposit. Fur-

ther, the sometimes-sporadic nature of deposit growth (e.g., 

due to air in-leakage during maintenance activities) makes it de-

sirable to monitor the deposit contribution at least frequently, 

if not continuously. 

Based on previous studies by others and ongoing analysis 

by the authors, there are several candidate methods for deter-

mining the contributions from the wall deposit to the 235U sig-

nal. The process for identifying promising methods for the on-

line monitoring scenario considered several criteria: degree of 

independence (i.e., minimizing the need for operator-declared 

information), ability to provide quasi-continuous recalibration to 

minimize systematic uncertainties, simplicity and robustness, 

applicability for various plant designs (e.g., different takeoff sta-

tion designs), and the uncertainty contribution to the calcula-

tion of gas enrichment. In the context of these criteria, each of 

the candidate methods is described briefly here. 

Perhaps the most straightforward correction method is 

the use of operator declarations of enrichment based on mass 

spectrometer analysis of gas samples. These samples, typical-

ly taken by the operator for process control, could also be used 

to recalibrate deposit corrections. Such an approach is not ideal 

for routine wall-deposit calibration because it depends heavily 

on operator-declared information, would require frequent analy-

sis effort from the IAEA for the modification of the calibration 

parameters, and would be difficult to implement in a quasi-

continuous fashion. However, the infrequent use of operator 

mass spectrometer data could prove useful for periodic (e.g., 

Enrichment 
(wt percent)

Pressure 
(Torr)

Measured 
(cps)

Simulated 
(cps)

Relative  
difference  
(percent)

0.20 14.4 1.5 1.0 -32

0.20 35.7 3.6 2.6 -28

0.71 10.6 2.9 2.7 -6.9

0.71 42.2 11.5 10.9 -5.2

6.0 12.5 28.9 27.1 -6.2

6.0 41.0 94.1 89.2 -5.2

Table 1. Comparison of measured (test loop) and simulated (VOLEM) 
count rates in an energy window spanning 140-220 keV, for three gas 
enrichments at low and high gas pressures.
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once per year) absolute calibration checks on more continuous 

methods, or in the case where other methods are not viable 

(e.g., no pressure transients).

Contrast in geometric field of view for specific collimator 

designs can also be used to determine wall-deposit contribu-

tions, as with the portable CHEM instrument.16,21 A slit collima-

tor that provides significantly different collection efficiencies 

for the gas and deposit via 90 degrees of rotation, can be used 

to calculate the relative contributions of gas and deposit. This 

collimator configuration, however, would add significant weight 

and complexity to the OLEM, would reduce the collection effi-

ciency for the gas signal, would require manual intervention by 

IAEA staff, and would not support near-continuous recalibration 

of the wall-deposit correction. 

Another possible wall-deposit correction is the use of the 

63.3-keV gamma-ray from 234Th to monitor the evolution of 

the deposit. This method would directly monitor the growth 

of the 238U daughter in the OLEM field of view, but would re-

quire inferring the concentration of 235U in the deposit. Such an 

approach would require an initial calibration of the 235U in the 

wall deposit using another method (e.g., operator mass spec-

trometry on the gas). Subsequently, relative increases in 235U 

concentration could be inferred by time-correlating 234Th signal 

increases to gas enrichment results. Careful collimator design 

is necessary to ensure that tungsten X-rays do not obscure the 

63.3-keV signature in a NaI(Tl) spectrum. The indirect nature 

of this wall-deposit correction approach makes it less attrac-

tive, but it could prove a useful complement to other correction 

methods. 

Prominent among the candidate wall-deposit correction 

methods for the online monitoring is the pressure-transient 

approach that was initially explored through IAEA modeling10 

and proof-of-principle field measurements by Los Alamos Na-

tional Laboratory,11 and more recently in field trials of OLEM 

prototypes by the IAEA and ORNL.22 The enabling principle of 

this deposit calibration method is that the pressure transients 

induce changes in the gas signal, but the wall-deposit signal 

stays constant, allowing the isolation of the 235U source term 

coming from the deposit. This approach is most straightfor-

ward if the gas enrichment remains constant during the cali-

bration period, a condition which is assumed in the analysis 

presented in this paper. 

The pressure-transient method appears particularly prom-

ising for OLEM for several reasons. First, it is compatible with 

plants that utilize header withdrawal stations based on direct 

desublimation of the gas into a chilled cylinder—the type of 

withdrawal station common to modern plants. In addition, the 

pressure-transient method requires no additional data or hard-

ware beyond that already envisaged for OLEM. Finally, it would 

support quasi-continuous re-calibration (every few days at a 

minimum) of the wall-deposit correction. 

An example estimation of W based on the pressure-

transient behavior is illustrated in Figure 7. Time-segmented 

gamma-ray spectra during the gradual climb in pressure and 

concurrent increase in gas density (assuming constant E dur-

ing that time period) can be used to empirically determine a 

relationship for S(rgas). In this example, the gas and deposit en-

richment are both assumed to be 0.2 percent, the wall deposit 

is 1000 mg/cm2, and the pressure and temperature transients 

are taken from a portion of the curves in Figure 3. Ten-minute 

(tgamma) spectra integration intervals and one-minute pressure 

and temperature collection intervals (tpress and ttemp) are as-

sumed. It is assumed that pressure and temperature are then 

averaged over the ten-minute spectral measurement period. 

The gas density in VOLEM is estimated using the Weinstock 

equation of state:

, (2)

where KPT is a calibration constant (mg UF6 ∙ K / cm3 ∙ Torr) equal 

to the molar mass of the UF6 gas divided by the ideal gas con-

stant and BW (K3/Torr) is an additional calibration constant for 

the Weinstock equation. Note that the ideal gas law, used in 

the estimate of enrichment error, is an excellent approximation 

to Equation 2 in realistic OLEM applications for the tempera-

tures and pressures considered here. A linear least-squares fit 

to the S(rgas) data provides an empirical estimate of W. Specifi-

cally, the ordinary least-squares estimate is given by:

 

(3)

where the overbar represents an average over the measure-

ments used in the estimate, here a total of N = 60 values (10 

hours) of density and total 186-keV counts.23 The estimate of 

W in the example is a constant 1.31 cps. Note that the slope of 

the least-squares fit to S(rgas) can be used for empirical deter-

mination, and periodic confirmation, of the calibration constant 

KG in Equation 1. In Figure 7, the gas accounts for approximate-

ly 3.40 cps/(mg/cc). 
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The fitting process described above for the 186-keV ROI 

can also be applied on a bin-wise basis to the full-range en-

ergy spectra collected by the OLEM. That bin-wise static back-

ground spectrum can then be utilized in various ways. For ex-

ample, spectral analysis algorithms based on specific energy 

windows can sum the background spectrum over that energy 

window to produce a single scalar value for the background in 

that energy window, during a specific measurement time in-

terval. This process is described in the next section for two ex-

ample spectral analysis algorithms. The bin-wise background, 

however, could also be utilized for other purposes that include 

the monitoring of the wall-deposit characteristics and to detect 

potential spoofing scenarios. In the former, the 63.3-keV emis-

sion from 234Th could be monitored to ensure that if it is chang-

ing, that it is changing slowly and in a predictable fashion. In 

the case of the latter, sources placed near an OLEM to blind or 

perturb the instrument in some way, could be quickly detected 

based on elevated total background levels, or the appearance 

of specific peaks (e.g., 662 keV from 137Cs).  

Spectral Analysis for Net Gas Signal
Once a background-subtracted gamma-ray spectrum is gener-

ated for a given measurement interval, there are a number of 

different spectral analysis methods that could be employed to 

extract the net gas signal (i.e., S - W) data needed for enrich-

ment calculations.  Two candidate methods are described and 

tested in this paper, and depicted in Figure 8. 

The “ROI summation” method leverages the fact that 

in principle, the pressure-transient background calculation 

method described above will remove all source terms uncor-

related to the gas 235U signal. This means that the background-

subtracted spectrum should have little or no contribution from 

higher-energy source terms that create the continuum under-

neath the peak. Therefore, it should be unnecessary to remove 

the continuum counts under the 235U peaks since those counts 

also derive from the gas itself. The net 235U gas signal can be 

defined as a simple summation of all counts in an ROI specific 

to 235U. Such an ROI can be defined to be quite narrow so that 

it encompasses only the 186-keV peak or more broadly (e.g., 

from 140 to 220 keV) to include more of the 235U gamma-ray 

emissions (see left pane of Figure 8). It is expected that the 

X-ray region (~70 to 120 keV) should be avoided since the in-

tensity of this region is likely not linearly proportional to 235U 

concentration in the gas, due to the nature of X-ray production 

in the OLEM scenario. It is expected that field experience will 

help to further inform ROI boundaries that minimize overall en-

richment uncertainty. 

The traditional “trapezoidal” peak analysis method (right 

pane of Figure 8) can also be used to analyze online enrich-

ment monitor data. This method is expected to be most useful 

when the separation of non-gas contributions using the ROI 

summation method described above is difficult or not viable 

at all. This could be the case, for example, when there are no 

pressure transients on which to base a static-background cal-

culation, or the transients are too weak to do so accurately. 

Also, a highly variable ambient background, for example the 

frequent movement of nearby cylinders that could perturb the 

ambient background and the underlying continuum in a tran-

sient way, could preclude the effective use of the ROI summa-

tion method. In the trapezoidal method, a peak ROI is defined 

(e.g., ±1.5s about the 186-keV peak centroid), anchor points at 

those ROI boundaries are determined, and an estimate of the 

continuum underlying the peak (typically trapezoidal in shape), 

is calculated and subtracted from the total counts in the ROI 

region.24 Because this method subtracts only continuum, accu-

rate removal of the deposit’s contribution to the 186-keV peak 

count rate is possible only if that deposit contribution can be 

estimated via others means (e.g., calibration measurements at 

very low gas pressures). 

In theory, the ROI summation method should be superior 

Figure 7. Example how a series of total 235U signal data points, S (cps), 
collected during a pressure transient can be used to estimate the static 
background, W (wall deposit plus ambient room background). The VOLEM-
generated data assumed a ten-minute spectrum integration interval, gas 
and deposit enrichment of 0.2 percent 235U, and deposit of 1000 mg/cm2.
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to traditional peak-fitting algorithms in terms of simplicity and 

total uncertainty since it directly removes the static contribu-

tions from the wall deposit, and has the advantage of not add-

ing statistical fluctuations caused by the selection of anchor 

points for continuum subtraction or fitting of a nominal peak 

shape (e.g., Gaussian). In the performance prediction and un-

certainty budget analysis that follows, the ROI summation 

method is used. 

Uncertainty Quantification
One of the primary uses of VOLEM is to aid the quantification 

and understanding of the uncertainty in the OLEM enrichment 

estimates. Uncertainty quantification is important from several 

perspectives, including the identification of primary contributing 

factors (here referred to as an uncertainty budget), prediction 

of expected total uncertainty under different plant conditions, 

and provision of confidence bounds associated with individual 

real-time enrichment estimates. Analytical formulas as well as 

sample-based or Monte Carlo ensemble statistics may be used 

for uncertainty quantification, and both are exercised in this pa-

per (for statistical uncertainty analysis only).

In Reference 10, the following propagation-of-error 

formula was derived from Equation 1 under the ideal gas 

law rgas PTK P Tr = , for point values of P, T, W, and S : 

 

, (4)

where KPT is a calibration constant (mg UF6 ∙ K / cm3 ∙ Torr) equal 

to the molar mass of the UF6 gas divided by the ideal gas con-

stant, and sP, sT, sW, and sS represent measures of (statis-

tical) uncertainty on the values of P, T, W, and S used in this 

calculation.  Formally, the (true) mean values of P, T, W, and S 

are to be used in this formula, and approach taken in Reference 

10 using simulated data. In this work, a similar procedure was 

adopted using VOLEM data. Furthermore, S is assumed to be 

Poisson so that its variance is given by its mean value. This 

formula can then be used to quantify the impact of error in each 

component value used in Equation 1. 

In the case studies described in the next section, W is 

estimated using simulated or measured S, P, and T values over 

multiple previous two-hour reporting periods, and the S, P, and 

T values obtained in the current reporting period are used along 

with the previous estimate of W to estimate enrichment from 

Equation 1. For example, the two-hour averages (reporting pe-

riod) of ten-minute measurements of S, P, and T may be used 

in the equation:

 ( 5 ) 

where S  and  are average values in each reporting 

period, 12gamma reportn t t= =  is the number of measure-

ments during the reporting period, and Ŵ  is the estimated 

background. The bracket notation is used here for averaging 

rather than the overbar as in Equation 3, to distinguish the first 

as an average over n “new” measurements and the second 

Figure 8. Illustration of the “ROI summation” (left) and “trapezoidal” (right) spectral analysis methods.
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as an average over N previous measurements. Now extend-

ing Equation 4 to account for the statistical uncertainty in the 

averaged values rather than point values, propagation of error 

produces the following:

 

, ( 6 ) 

where P  and T  are average values in each reporting 

period,  is an estimate of standard deviation in Ŵ , and  

represents the variance in S . Again, the formula is strictly val-

id as a linear approximation when the true mean values of S, P, 

T, and W are used in the averages. Notice that in this formula 

for , the individual contributions of statistical uncertainty in 

each measured or estimated variable can be identified. The es-

timate of  used here is based on a similar propagation of er-

ror on the ordinary least-squares estimate given in Equation 3:

 
 (7)

where

 

 ( 8 ) 

and j indexes the measurement number 1,2,…,N and here 

again, N = 60. (Note that in Reference 10, a different estima-

tor was used for  , based on weighted, rather than ordinary, 

least squares.) A benefit of the analytical calculation presented 

here is that it can be obtained without developing full simula-

tion and/or analysis capability for OLEM, and it relies on simple 

model calculations, thereby serving as a rough viability analysis 

prior to further investment (cf. Reference 10). 

As a complement to analytical methods, ensemble (Monte 

Carlo or sample) statistics can be used to estimate uncertainty. 

Simulation or measurement over multiple experiments (e.g., 

time periods spanning the filing of multiple product cylinders) 

under identical conditions enables straightforward averaging, 

thereby providing overall OLEM statistical uncertainty esti-

mates from sample standard deviation of enrichment esti-

mates calculated from Equation 5. 

The two uncertainty-budget analysis methods have been 

exercised and compared in this study. For the Monte Carlo 

results, multiple simulations of the same cylinder fill were 

generated for each case study and the standard deviation of 

enrichment estimates were computed to estimate statistical 

uncertainty in enrichment,
 
sE. For a given case study repre-

senting a choice of true enrichment and wall-deposit level, 

3,000 replicate cylinders under the same measurement con-

ditions were simulated, and the ROI summation method de-

scribed above was used to estimate enrichment at each two-

hour reporting period for each cylinder. This produced 3,000 

replicate estimates of enrichment at five reporting periods 

each. Ensemble statistical uncertainty was then calculated at 

each reporting period as the standard deviation of the replicate 

enrichment estimates. This process was repeated for eight to-

tal combinations of four enrichment levels and two wall deposit 

levels. 

Note that several other potential sources of systematic 

uncertainty, for example inaccuracies in the physical model of 

the gas density behavior with pressure and temperature, self-

attenuation in the gas and deposit, and instrument drift, are not 

included in the analysis scenarios discussed below. 

Results and Discussion
Unless otherwise noted, the results presented in this section 

are based on the assumptions described here. The header-pipe 

inner diameter is 10.23 cm, typical of product header pipes. 

The enrichment facility utilizes takeoff stations for product and 

tails that are based on direct desublimation of gas into a chilled 

cylinder. Feed stations are assumed to have similar pressure 

transients, but this may not be the case in practice. Enrich-

ment in the header pipes is modeled as 0.70 percent for feed 

material, 0.20 percent for tails material, and between 2.0 per-

cent and 5.0 percent for product material. Wall deposits are 

assumed to be UO2F2 uniformly deposited over the surface of 

the pipe in the OLEM field of view, with an areal density as high 

as 1000 mg/cm2. 

Gas pressure and temperature vary according to the nomi-

nal pressure transients described in Figure 3; P ranges from 

10 Torr to 50 Torr and T ranges from 312 K to 346 K over the 

course of each ten-hour cylinder filling period. The calibration 

constant relating gas density to pressure and temperature is 

KPT = 5.65 mg UF6 ∙ K / cm3 ∙ Torr, and BW = 1.81×103 K3/Torr. For 

the pressure and temperature gauges, nominal statistical un-

certainty values of sP = 0.25 Torr and sT = 0.5 K were adopted 

based on the conservative estimates of the data provided by 

the instrument manufacturer. For example, the accuracy of the 

pressure sensor is ±0.5 percent of the measured value; how-
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ever, a constant value of 0.25 Torr for sP was adopted for all 

values between 10 and 50 Torr. Similarly, the accuracy of the 

temperature sensor (RTD) is better than 0.1 K, but a value of 

0.5 K was assumed for sT . 

Estimation of W assumes a rolling ten-hour window of ten-

minute measurements, beginning with the first cylinder tran-

sient which lasts for 10 hours (as indicated in Figure 3). Wall-de-

posit growth is assumed to be sufficiently slow that the deposit 

can be considered constant during the filling of a single cylinder.

The enrichment of the gas flowing past the OLEM is con-

stant during the analysis period. The absolute efficiency calibra-

tion constant for the collection of 186-keV counts from the gas 

is KG = 8.152×10-4 mg 235UF6 / cm3 ∙ cps for the ROI summation 

analysis based on MCNP simulation and an ROI defined to be 

±1.5s about the 186-keV peak centroid. 

In the following sections, uncertainty quantification meth-

ods are used to understand and predict OLEM performance 

under plant conditions expected to be typical, and under a se-

lection of conditions that might be considered atypical.  

Typical Scenarios: Performance  
Prediction
The baseline OLEM case studies assume steady-state opera-

tion (i.e., no startup effects), gas and deposit enrichment at 

5 percent, 2 percent, 0.7 percent, and 0.2 percent, and de-

posits at 100 or 1000 mg/cm2. Statistical uncertainty budget 

estimates using the analytical methods described previously 

are shown in Figure 9. The fractional contribution of each com-

ponent of uncertainty to the aggregate statistical uncertainty 

sE is approximated by the fraction of that component in the 

bracketed sum of squares in Equation 6, and the values in the 

figures are relative uncertainties (e.g., sE /Ex100%). Note that 

these performance-prediction analyses address only the statis-

tical components of uncertainty for typical, steady-state plant 

operation. Sources of systematic error, for example poor instru-

ment calibration or instrument drift, as well as other possible 

systematic errors previously discussed, are not addressed. 

The broad ranges of pressure and wall-deposit thickness 

on the high-pressure side of the header pump lead to a range 

of behavior in the uncertainty budgets and in the predictions 

for aggregate uncertainty. For scenarios with high gas pressure 

(approximately 50 Torr) and low wall-deposit levels (100 mg/

cm2), the deposit and gas uncertainty contributions are com-

parable in magnitude, and in all cases those contributions are 

larger than the uncertainties associated with the measurement 

of pressure and temperature. On the other extreme are the 

scenarios with low pressure (approximately 10 Torr) and high 

wall-deposit levels (1000 mg/cm2). The deposit uncertainty, 

which must be extrapolated from the pressure-transient data, 

dominates the statistical uncertainty budget in these scenarios. 

Figure 9. Analytical predictions for OLEM statistical uncertainty budgets 
for various combinations of enrichment, pressure (Torr) and wall-deposit 
thickness (areal density, mg/cm2). Top: product at 5.0 and 2 percent. 
Bottom: feed (0.7 percent) and tails (0.2 percent). Monte Carlo estimates 
for aggregate statistical uncertainty under the same conditions are shown 
as solid black squares. OLEM performance targets for sE, at 1 percent for 
product, 2 percent for feed and 3 percent for tails, are shown in dashed 
lines for comparison. High and Low W refer to high (1000 mg/cm2) and 
low (100 mg/cm2) wall deposits, respectively, and High and Low P refer to 
high (46 Torr) and low (14 Torr) gas pressure, respectively.
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Monte Carlo-based estimates for aggregate statistical un-

certainty are also shown in the figure for comparison. With the 

analytical propagation-of-error formulas used here, the analyti-

cal and Monte Carlo estimates, although computed entirely in-

dependently, are essentially identical. This is to be expected 

when the component uncertainties are relatively small, as the 

analytical formula simply provides a linear approximation to the 

full contribution of those components to the aggregate. Monte 

Carlo estimates incorporate the fully nonlinear effects of pres-

sure, temperature, deposit, and signal (S) statistical uncertainty 

on enrichment uncertainty, and will therefore only deviate from 

the analytical formula when those effects are large. Here, they 

provide a useful check on the analytical results.

Atypical Scenarios: Performance  
Prediction
In this section, the effects of atypical plant conditions are ex-

plored using the VOLEM. There are two primary components 

to the total uncertainties presented here: statistical uncertain-

ties (as discussed in the previous section, represented by the 

error bars) and the systematic biases that arise under transient 

plant conditions.

Weak Pressure Transients 
Some OLEM deployment locations may exhibit limited varia-

tion in pressure due to the design of the withdrawal stations or 

other factors. In these cases, the efficacy of the wall-deposit 

calibration approach described in this report may be signifi-

cantly degraded.  To explore the impact of weak pressure tran-

sients, this scenario assumes a sinusoidal pressure variation 

with period ten hours (1 cylinder) and a pressure range of just 

2.5 Torr (10.3 to 12.8 Torr). As in one of the typical scenarios 

analyzed earlier, gas and deposit enrichment are 5 percent 235U, 

and the deposit areal density is 1,000 mg/cm2. Estimates of 

background, net gas signal, and enrichment over time in this 

scenario are shown in Figure 10. Note that the true (simulated) 

background is constant, so the apparent cyclic behavior in its 

estimate represents a systematic error in the calculated en-

richment, caused by the temporal variation in pressure. Con-

fidence bounds (±s) in all following figures were estimated 

using the analytical formulas in Equations 3 through 6 and as-

suming Poisson noise on the total signal (background plus gas 

signal), and approximating the true mean S, P, T, and W by their 

measured or estimated values. 

Large Background Changes
To explore the effects of a large, rapid, temporary change in 

the background, such as may occur when one or more cylin-

ders come in close proximity to the OLEM, the areal density of 

the deposit was abruptly increased from 100 to 1,000 µg/cm2 

at the beginning of a two-hour reporting period. That higher 

level of deposit was maintained for the rest of the case study 

duration, leaving gas and deposit enrichment fixed throughout. 

This approximation assumes that gamma-ray source terms 

presented by ambient background (e.g., nearby cylinders) can 

be reasonably represented by the source term assumed for 

the deposit (i.e., “old uranium” where uranium daughters are 

in equilibrium). In practice, that may not be the case and fu-

ture work will consider more variability in the source terms as-

sumed for ambient background.

Figure 11 shows how the enrichment algorithms used in 

this study produce erroneous gas enrichment values for ap-

proximately eight to ten hours (approximately the length of 

time to measure a full cylinder) until an accurate estimate of 

Figure 10. OLEM estimates of background, net gas signal, and 
enrichment, assuming weak, sinusoidally varying pressure transients 
ranging from 10.3 to 12.8 Torr. Gas and deposit enrichments are 5 percent 
235U; deposit areal density is 1,000 mg/cm2. 



41Journal of Nuclear Materials Management 2016 Volume XLIV, No. 3

background is realized. In this example, the first reporting peri-

od after the abrupt background change occurs at the beginning 

of a new cylinder fill, corresponding to the low end of the pres-

sure transient (and thus low gas 186-keV signal). The delayed 

enrichment estimate, using the previous too-low background 

estimate, produces an erroneously high enrichment value, then 

slowly adjusts, briefly producing erroneously low values at the 

higher end of the pressure transient. The enrichment estimate 

then adjusts smoothly to the correct value after several report-

ing periods. 

A large, gradual change in background, such as may oc-

cur when wall deposits grow substantially, was also studied. 

In this case study, the wall-deposit contribution to background 

increased linearly by a factor of 10 over a time period of 120 

hours. The results are shown in Figure 12, where erroneous 

jumps in the calculated gas enrichment arise with a periodic-

ity reflecting the ten-hour cylinder filling period. This effect is 

caused by the fact that the pressure ramp grows to 50 Torr 

every ten hours and then resets to 10 Torr. But the enrichment 

is evaluated every two hours. There is a systematic error in the 

determination of the background because it varies with time 

in a manner that happens to be correlated with the pressure 

increase during cylinder filling. The impact of the background 

error is larger for the two-hour enrichment period when the 

pressure is lowest, and this causes the ten-hour periodicity on 

the results. At the end of each ten-hour period, the impact of 

the compounding increase in measured 186-keV signal due to 

the wall deposits results in an erroneously very low estimate of 

that wall deposit, leading to an erroneously high enrichment es-

timate. As measurements from the next ten-hour period begin 

(low pressure), the wall deposit estimate is gradually corrected 

until the measurements from the end of the pressure transient 

again cause a jump.

Startup Effects
Figure 13 illustrates the process of estimating the wall-deposit 

and net (gas) 235U contributions to signal, and enrichment, dur-

ing each two-hour reporting time and over a sequence of sev-

eral cylinders after the initial startup of the OLEM instrument. 

Confidence bounds are larger at the beginning, where less than 

the full ten hours of measurements on the first cylinder’s data is 

available for the wall-deposit estimate. Enrichment confidence 

bounds cycle over each cylinder filling period, increasing at the 

beginning of the cylinder, primarily due to the reduced gas sig-

nal (due to lower gas pressures) at the beginning of each new 

pressure transient.

Figure 11. OLEM performance predictions for a scenario in which the 
ambient background is abruptly and temporarily (for a period extending 
beyond the timeframe shown, beginning immediately after t = 200 hours) 
increased by a factor of ten while gas enrichment remains constant. Gas 
and deposit are 5 percent 235U; the background change is simulated by 
changing deposit areal density from 100 mg/cm2 to 1,000 mg/cm2.

Figure 12. OLEM performance predictions for a scenario in which the 
ambient background is gradually increased by a factor of ten over a period 
of 120 hours (beginning at t = 100 hours) while gas enrichment remains 
constant. Gas and deposit are 5 percent 235U; the background change is 
simulated by changing deposit areal density from 100 mg/cm2 to 1,000 
mg/cm2.
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Conclusions

A basis-spectra method for predicting on-line monitoring signa-

tures has been developed and validated using measured data. 

VOLEM data streams for pressure, temperature, and gamma-

ray spectrometer response were generated over a represen-

tative range of plant conditions: enrichment, pressure and 

wall-deposit thickness. The simulated signatures were then 

coupled to analytical error-propagation methods and Monte 

Carlo sampling to predict the components of the statistical un-

certainty budget for a nominal instrument design and enrich-

ment analysis approach. 

A central challenge to OLEM viability is minimizing the 

statistical and systematic uncertainties associated with wall-

deposit calibration, particularly for header pipes with relatively 

high deposit levels. Successful development of a wall-deposit 

correction method that is accurate, independent (does not re-

quire information from the operator) and quasi-continuous is 

a key technical enabler for a robust online enrichment moni-

tor. The pressure-transient wall-deposit correction method pro-

posed by others and quantitatively exercised in this paper holds 

promise for plants using takeoff stations based on desublima-

tion into chilled cylinders, assuming that gas enrichment levels 

are stable during the time periods used for deposit calibration. 

Total statistical uncertainties for the various scenarios ana-

lyzed here can be compared to the OLEM performance targets 

(statistical plus systematic): sp = 1 percent, sF = 2 percent 

and sT = 3 percent for product, feed and tails gas streams, 

respectively. For typical, steady-state plant operating condi-

tions and high wall-deposit levels, it may be difficult to achieve 

performance targets during low-pressure periods of the cyl-

inder filling process, especially for feed and tail cylinders. For 

relatively new or clean plants (i.e., with low deposit levels) and 

during periods of higher-pressure operation, OLEM statistical 

uncertainties are expected to be well below the target total 

uncertainties. Whether systematic uncertainties such as in-

strument drift or calibration errors (not addressed in this work) 

push the total field uncertainties higher than the IAEA targets 

is a question to be addressed via field trials.

Atypical scenarios (e.g., transient plant conditions) pres-

ent challenges that will need to be addressed with appropri-

ate analysis algorithms. For the preliminary analysis algorithms 

employed in this study, weak header-pipe transients had a 

significant negative effect on the precision of the wall-deposit 

calibration. Large and rapid changes in the background, such as 

may occur when one or more cylinders come in close proxim-

ity to the on-line instrument, can produce large biases in en-

richment estimates until the wall-deposit calibration approach 

accurately captures the change. Similarly, biases in enrich-

ment estimates were seen during the course of large, gradual 

changes in background, such as may occur when wall deposits 

change substantially. Further study of analysis algorithms and 

representative transients is needed in order to understand how 

systematic uncertainties produced by atypical plant conditions 

can be minimized. 

It should be noted that the focus of the analyses present-

ed in this paper was on the uncertainty of enrichment values 

reported from a single two-hour “snapshot,” and those results 

were taken to be representative of the uncertainty associated 

with the average enrichment of a full cylinder. In practice, how-

ever, multiple E values would be calculated during the cylinder 

filling process and averaging of those values should reduce the 

statistical uncertainty of the enrichment value for the entire 

contents of the cylinder.  

It is also important to note that the performance results 

presented in this paper were based on simulated VOLEM data 

Figure 13. Example estimates of wall-deposit (top), gas (middle), and 
enrichment (bottom) during OLEM instrument startup. Vertical dashed 
lines indicate the division between successive cylinders. Gas and deposit 
enrichment are 5 percent 235U; deposit areal density is 1,000 mg/cm2.
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streams and a nominal online enrichment monitor design. 

Therefore, these results should not be taken as equivalent to 

those that would be realized with the actual OLEM instruments 

installed in operational plants, using the IAEA’s suite of analysis 

algorithms.
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Abstract
To calculate the number of inspector samples to verify declared 

operator items, the performance measure used by the Interna-

tional Atomic Energy Agency (IAEA) is the probability of finding 

at least one defective item when the number of defects is at 

least enough to acquire a significant quantity of nuclear mate-

rial. The “IAEA formula” that defines the sample size nIAEA is 

based on approximating the exact formula for the probability 

to select one or more defects among the nIAEA samples. One 

task that emerged from the IAEA’s reviewing and updating ac-

tivities of its statistical methodologies was to evaluate the ac-

curacy of nIAEA. Therefore, this paper shows that an alternative 

sample size calculation that is based on the exact formula for 

the non-selection probability leads to a value nIAEA within the set 

{nIAEA – 3,nIAEA – 2,nIAEA – 1,nIAEA} for all safeguards-relevant cases. 

The new sample size calculation is slightly more complicated 

to calculate, but it should not present significant implementa-

tion issues; and, in situations where samples are expensive it 

is appealing, because it requires the same or less inspector 

samples than nIAEA derived by the IAEA formula.

Introduction to the International Atomic 
Energy Agency (IAEA) Formula
The formula to calculate the number of samples nIAEA to be 

selected for attribute sampling by the inspector in a stratum 

is given by

 (1)

where N is the number of items in the stratum,  is the speci-

fied non-detection probability, M is the goal amount (generally, 

one significant quantity) and x– is the average nuclear material 

weight of an item in the stratum, see Reference 1. The ceil-

ing [a], a is the smallest integer not less than a. Attribute 

sampling occurs when the nuclear material is in items, and 

measurement errors can be neglected, see Reference 1 or 

2. The IAEA uses “zero-acceptance” sampling, which means 

that the sample “fails” if the inspector detects one or more 

defective items (the only “acceptable sample” is one with ze-

ro-defects, and hence the term “zero-acceptance” sampling). 

Therefore, by assumption and definition, an inspector’s sample 

can only lead to the wrong conclusion if there is at least one 

significant quantity missing, but no defective item is in the in-

spector’s sample. If measurement errors cannot be neglected, 

then a more complicated calculation is required, which is be-

yond the scope of this paper, but see References 3 and 4. Also, 

if there is significant variation in the item nuclear masses, then 

the stratum is not homogeneous, so an alternate framework is 

needed, which is also beyond the scope of this paper.

Let r {1,...,N} be the number of falsified items in the 

stratum and let n be the inspector’s sample size in sampling 

without replacement. In the context of attribute sampling 

schemes, the event of non-detection occurs if and only if no 

defective item is in the sample. Therefore, the non-detection 

probability as a function of n and r is calculated using probabili-

ties computed from the hypergeometric distribution, see, e.g., 

References 5, 6, and 7.

 

 (2)

The basis for the IAEA formula is the following: Because 

each item in the stratum has the average item content x–, the 

operator would have to falsify [M/ x– ] ( 1) items in order to 

acquire a significant quantify of nuclear material. Therefore, we 

obtain with Equation 2: 



46 Journal of Nuclear Materials Management 2016 Volume XLIV, No. 3

 (3)

The IAEA stratum sample size nIAEA is determined by equating 

the right hand side of Equation 3 to the specified non-detec-

tion probability . This leads to the IAEA formula Equation 1, 

where the outer ceiling is needed, so that the sample size is 

an integer.

A New Inspection Sample Size  
Calculation
The IAEA is reviewing and updating its statistical methodolo-

gies for safeguards, and in doing so, a question arose whether 

the sample size determined by solving the “exact” problem, 

i.e., by finding nIAEA = nIAEA (,N,M /x– ) with

 ( 4 ) 

could lead to a considerably smaller sample size compared 

to nIAEA. Note that this “exact” calculation in Equation 4 uses 

the exact formula for the non-detection probability as given 

by Equation 2, but nexact is not truly exact due to the inherent 

discreteness of the solution space. Also note, that because 

(n,[M / x– ]) is a monotone decreasing function of n with 

(0,[M / x– ]) = 1 and (n,[M / x– ]) = 0 for all n>N – [M / x– ], the 

existence of nexact is guaranteed.

An explicit expression of nexact as a function of ,N and  [M 

/ x– ] does not exist because Equation 4 is a non-trivial polyno-

mial function of degree [M / x– ]. Therefore, the new sample size 

given by Equation 4 is slightly more complicated to calculate, 

but should not present significant implementation issues.

Comparisons of nexact to nIAEA made in the past for specific 

values of ,N and [M / x– ] have indicated good agreement. This 

paper proves the good agreement for all safeguards-relevant 

cases  (0.05,1), any N and any [M / x– ].

It is clear by construction that nexact  nIAEA, so it is impor-

tant from an effort consideration viewpoint to quantify the dif-

ference between nIAEA and nexact , i.e.,

The main result of this paper is given in our

Theorem: For any  (0,1) , any N and any [M / x– ] we have 

 (5)

For all safeguards-relevant cases, i.e.,  (0.05,1), we 

get

 (6)

Proof: Let  (0,1) be fixed for the proof of Equation 5. 

We first show that for any r=1,2,... the inequality

 (7)

holds. This can be seen from the generalized mean value theo-

rem, see, e.g., Reference 8, p. 222: Let f and g be two differ-

entiable functions on an open interval (a,b),a<b, and continuous 

on [a,b], then there exist at least one c (a,b) with

 (8)

We apply this theorem to a (0,1), b:=1,f(x)=x1⁄r and 

g(x)=In(x). Because g'(x)=1⁄x>0 we get with Equation 8 and 

c1⁄r<1 

 

i.e., inequality 7. In order to prove statement 5 we note that

 

Putting the left hand side equal to  leads to a lower 

bound of nexact namely

 (9)

Because 

we get with Equation 9 and inequality 7 for r=[M / x– ],

 (10)

which proves inequality 5. For the safeguards-relevant cases, 

i.e.,  (0.05,1) we have  and 

get with (10)

 (11)

Since  as well as nexact (,N,M/ x–) are in-

tegers, their difference is also an integer and we finally obtain 

inequality 6 for all  (0.05,1), which completes the proof.
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Now we will comment on the result of our Theorem. First, 

although inequalities are used in steps of the proof, it turns 

out that the bound of 3 is actually achieved. For example, let 

=0.05,N)=100 and [M / x– ]=95. Then we have nexact ,= 1, while 

nIAEA= 4. Or, let =0.05,N = 377, and [M / x– ] = 150. Then we 

get nexact= 6, while nIAEA = 8.

Second, Figure 1 plots the absolute differences nIAEA– nexact 

for =0.05 and various values of N and M / x– . In Figure 1, the 

values of the ratio  are distributed equally between the two 

extremes, i.e., M = x– (one item is falsified) and M = N x–  (all 

items are falsified):

 (12)

where we chose size = 33 for effective plotting. Because the 

ratio M / x–  in Eq. (12) has the upper limit of N, we instead plot 

M /( x– N) given by

 

From Figure 1 we see that the condition M /( x– N) �1 is a 

necessary but not sufficient for nIAEA– nexact =3 (see also the ex-

ample in the last paragraph). The unexpected 2s in the last col-

umn can be justified as follows: M /( x– N) =1 implies that the full 

content of each item has to be diverted, which leads to an ex-

act sample size equal to 1. In contrast, the IAEA formula gives 

us, using Equations 1 and 7,  

Finally, because the IAEA formula 1 reflects current prac-

tice, we can also consider the relative difference (nIAEA– nexact ) / 

nIAEA as a performance measure. Because

 

for plotting purposes, we code the case 0 (nIAEA– nexact ) / nIAEA 

<0.1with 0s, 0.1 (nIAEA– nexact ) / nIAEA < 0.3 with 1s, 0.3  (nI-

AEA– nexact ) / nIAEA < 0.5 with 2s, and 0.5 (nIAEA– nexact ) / nIAEA  < 

1 with 3s. Figure 2 plots the relative differences (nIAEA– nexact ) / 

nIAEA for  =0.05 and various values of N and M / x–  in the same 

way as explained for Figure 1.

For example, the 3s in Figure 2 mean that nexact is at least 

50 percent smaller than nIAEA. Note that it can be shown that 

the maximum of (nIAEA– nexact ) / nIAEA is 75 percent.

Discussion and Further Work
We regard the IAEA’s sample size based on the approximate 

calculation as being highly accurate in the sense that it is within  

of the sample size based on the exact calculation. We leave it 

to the reader to decide if a maximum discrepancy of 3 is suf-

ficiently accurate for intended applications. If users prefer the 

exact calculation because it leads to a small reduction in the 

number of required samples, then certainly the exact calcula-

tion is recommended. The new exact sample size calculation 

is slightly more complicated, but should not present significant 

Figure 1. Graphical representation of the absolute differences nIAEA– nexact. Figure 2. Graphical representation of the relative differences 

 (nIAEA– nexact )/ nIAEA



48 Journal of Nuclear Materials Management 2016 Volume XLIV, No. 3

implementation issues, and it requires the same or less inspec-

tor samples than nIAEA derived by the IAEA formula. For qualita-

tive gross defect measurements (i.e., for measurement situa-

tions in which measurement errors can be ignored), the exact 

calculation could be applied, and potentially reduce the number 

of required measurements by up to . 

We mentioned in the Introduction that the “IAEA formula” 

assumes that there is no measurement error. When measure-

ment errors must be considered, one might also consider al-

lowing for false alarms, so alternate sampling schemes that 

allow for finding a few apparent defects could be considered. 

Also, a key assumption for both nIAEA and nexact calculations is 

that the items in the stratum have the same nuclear material 

mass. In any stratum for which there is non-negligible variation 

in the true nuclear material mass among items, an alternate 

sample size calculation is needed, and we anticipate that the 

required sample size will be larger than both nIAEA and nexact as 

calculated in this paper.
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Abstract
The Differential Die-away (DDA) technique is currently being 

investigated at Los Alamos National Laboratory to better under-

stand the development and deployment challenges for its use 

as a non-destructive, active interrogation method for assay of 

nuclear fuel assemblies. Inspired by the successful application 

for nuclear waste assay, this application of the DDA technique 

is based on the active interrogation by a pulsed DT neutron 

generator of a fuel assembly submerged in water. Induced 

fission neutrons from the fuel assembly are detected by sur-

rounding 3He detectors, which provide information on the time 

of detection (list-mode data) of individual neutrons with respect 

to the time of the interrogating neutron pulse. The magnitude 

and dynamic evolution of the neutron population recorded by 

surrounding thermal neutron detectors reflects the fuel assem-

bly characteristics and composition. In this paper, we report 

on results from a simulation study using MCNPX focusing on 

how random pin diversion scenarios (or partial defects) influ-

ence the dynamic evolution of the signal observed by individual 
3He detectors. We use a combination of fresh low-enriched, 

natural, depleted uranium dioxide (UO2) fuel rods, and stainless 

steel rods to create perturbations in PWR-like fuel pin matrices 

mimicking removal or substitution of ten (10) pins to quantita-

tively determine the impact on the DDA signal, including signal 

magnitude, die-away time, and, importantly, individual detector 

sensitivity to diversion position in the fuel assembly. Analysis 

of the trends in the results calculated for the fresh fuel diver-

sion cases provides insight into observable effects caused by 

similar types of diversion scenarios in spent fuel. This supports 

the conclusion that the DDA technique can provide a wealth of 

information about the assayed item and is suitable for spent 

fuel measurements. 

Introduction
The primary role of the International Atomic Energy Agency’s 

(IAEA) safeguards mission is to deter the proliferation of nu-

clear weapons through the timely detection of the misuse or 

diversion of a significant quantity of special nuclear material.1 

Currently, the international nuclear safeguards community is in-

vestigating a variety of advanced non-destructive assay (NDA) 

techniques for the characterization and verification of spent 

nuclear fuel assemblies. An area of particular interest is the 

ability to identify illicit diversion of nuclear fuel pins masked by 

substitution of pins with lower grade or non-nuclear material.

One technique being intensively researched is based on 

the differential die-away (DDA) method, which is an active 

NDA method using an external high-energy neutron source to 

induce fission primarily in the fissile material of a spent fuel 

assembly. The DDA technique had originally been developed 

and successfully implemented for assay of drums with radio-

active waste for material accountancy.2-5 More recently, the 

DDA technique has also been proposed for detection of the 

illicit trafficking of special nuclear material.6 The application of 

the DDA technique for spent fuel characterization and verifica-

tion is however fairly novel and is primarily associated with the 

onset of the Next Generation Safeguards Initiative Spent Fuel 

project (NGSI-SF) sponsored by the U.S. National Nuclear Se-

curity Administration’s (NNSA) Defense Nuclear Nonprolifera-
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tion (DNN). In contrast to the waste drum assay, the interroga-

tion of entire fuel assemblies face additional challenges mostly 

associated with the interplay of neutron producing and neutron 

absorbing materials in a generally highly multiplying environ-

ment. The initial research of DDA application to spent fuel thus 

led to development of novel analytical approaches that rely on 

measurement of the DDA signal in time domains significantly 

closer to the initial interrogation pulse than in the waste drum 

assay application. Based first on the Monte Carlo N-Particle 

eXtended (MCNPX)7 simulations of the spent fuel assay by a 

conceptual DDA instrument, the results suggested that this 

adapted DDA technique can accurately characterize or verify 

a variety of spent fuel assembly (SFA) properties,8 such as its 

multiplication, effective fissile content, total plutonium content, 

initial enrichment and burnup, and even identify certain types 

of fuel pin diversions.9

Overall, the DDA technique for nuclear fuel assay has 

been extensively researched through coupled projects spon-

sored by the NGSI-SF focused on spent fuel and the NNSA’s 

DNN Office of Research and Development focused on fresh 

fuel. The fresh fuel research project includes further simula-

tion work10 and laboratory experiments with a prototype DDA 

instrument assaying fresh nuclear fuel11 at Los Alamos National 

Laboratory. The purpose of the fresh fuel DDA project is to 

investigate potential development and deployment challenges 

faced by the spent fuel project, including operating in very high 

count rate environments due to detector proximity to the neu-

tron generator and fuel assembly.12 In addition, benchmarking 

of the fresh fuel DDA experimental data against the MCNPX 

simulated results provide additional validation of the previously 

performed spent fuel simulations which showed the capabili-

ties of the DDA instrument to act as a robust NDA safeguards 

technique.

The motivation for the investigation of the fresh fuel di-

version scenarios presented in this paper is to perform proof-

of-concept DDA pin substitution detection. For fresh fuel, the 

overall fissile content is well known from the fuel manufactur-

ing process, allowing the detection of substituted pins to be 

measured directly without the need of a reference or operator 

declaration burdened by uncertainty associated with irradiation 

history and burnup. Additionally, fresh fuel pins have signifi-

cantly higher multiplication than pins from non-nuclear material 

or pins from the most readily available nuclear substitutes such 

as depleted (DU) or natural uranium (NU). Therefore it is ex-

pected that diversions in fresh fuel assemblies should be more 

easily identifiable than diversions in the spent fuel assemblies 

where multiplication of spent fuel pins is comparable to that 

of pins from NU or DU due to the highly multiplying environ-

ment and lack of neutron absorbers in the fuel rods. From this 

perspective, fresh fuel diversion scenarios can offer a “limit-

ing case” with likely a highest probability of detecting an illicit 

diversion of several fuel rods and provide a venue to optimize 

data analysis for such detection. If a certain type of diversion 

is not identifiable in the fresh fuel case, then the likelihood of 

detecting diversions in the spent fuel case by means of the 

active interrogation involving the DDA technique is improbable.

Fresh Fuel Simulations
The previously benchmarked DDA MCNPX model using fresh 

fuel11 was used for the following diversion scenario study. 

Overall, this DDA fresh fuel benchmark showed good agree-

ment between the experimental and simulated signals which 

typically differed from one another only by 1-2 percent.13 These 

results thus showed that the DDA instrument signal and its die-

away times could be modeled sufficiently accurately for multi-

ple detector positions and fresh fuel enrichments.11 During the 

benchmarking of the fresh fuel experiments and MCNPX simu-

lations, a variety of sensitivity studies were also performed to 

determine the effects on the DDA signal.13 

Quantifying the sensitivity of the DDA instrument is an es-

sential step in determining whether the changes we observe 

in the recorded DDA signal can be correlated to changes in 

the material being assayed or are an artifact of the uncertainty 

of the measurement itself. The simulation study evaluated in 

this paper focuses solely on examining differences created by 

modifying the quantity of fissile material in the fresh fuel as-

sembly by a virtual pin substitution. Besides the material defini-

tion changes, the geometry, nuclear data, and other simulation 

parameters remain constant for the respective assayed enrich-

ments. Thus, the main source of uncertainty in these simula-

tions is due to the statistical uncertainties in the MCNPX tally 

results. The substantial cost in computational time required 

for the MCNPX simulations allows us to simulate only several 

seconds of an actual measurement with the neutron genera-

tor which translates into 5∙108 neutron histories per simula-

tion. Therefore our simulation results are burdened by higher 

statistical fluctuations than a real world measurement that is 

expected to last for about five to ten minutes. MCNPX sensi-

tivity studies in Reference 13 included evaluation of statistical 

uncertainty in the time-binned tally results and the DDA signal 
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die-away time in different time domains. The results of that 

study showed that in the early time domains (70-100 µs and 

100-150 µs) standard deviation of the mean in the die-away 

time for multiple detector positions and fresh fuel enrichments 

did not exceed 2 percent.11 Additionally, the statistical variation 

in the integral of the DDA signal in the same time domains did 

not exceed 1 percent. 

In comparison to anticipated real world scenarios, the sta-

tistical uncertainty of the measurement will be 1-2 orders of 

magnitude smaller depending on the actual time of the mea-

surement, intensity of the neutron generator, and the exact 

design of the instrument. However, the results of experimental 

measurements are affected by additional sources of uncertain-

ty such as geometrical reproducibility, thermal instability, varia-

tions in background, and others that are under control in the 

simulations. A previously performed DDA instrument experi-

ment and simulation benchmark campaign included a sensitiv-

ity study which examined some of these effects such as small 

geometry discrepancies, deadtime corrections, neutron gener-

ator pulse wrap-around effects (room return), and neutron gen-

erator output reproducibility.11, 13 We found that the magnitudes 

of the associated systematic experimental uncertainties are on 

par with the statistical uncertainties of the simulated DDA sig-

nal, i.e. typically about 2 percent.

Therefore, should there be no modification to the DDA set-

up between assays, changes of more than ±2 percent to the 

simulated DDA die-away time and integral signal in the early 

time domains (70-100 µs and 100-150 µs) are considered to be 

significant and can be attributed to the effects of various diver-

sion scenarios. In reality, this threshold for flagging fuel assem-

blies as suspect may vary depending on the actual experimental 

setup, measurement procedure, and overall context of the assay 

(e.g., ensemble of fuel assemblies from same reactor discharge 

or random screening in the interim repository). Such complex 

evaluation however exceeds the scope of this paper; the inten-

tion of this paper is to provide a base case of a DDA system 

performing assays of well documented diversion scenarios. It 

is the conviction of the authors that such results can be easily 

scaled or extrapolated for a great variety of other possible diver-

sion scenarios where different numbers of pins are removed, or 

different types of material are used as the substitute.

The benchmarked fresh fuel DDA instrument setup con-

sists of a Thermo Scientific P 385 DT neutron generator and 

nine 3He detectors inserted into 23.5 mm radially thick high-

density polyethylene (HDPE) cylinders wrapped with 1-mm 

thick Cd foil positioned around a PWR-like 15x15 fuel lattice 

filled with low enriched (LEU) and depleted (DU) uranium diox-

ide fuel rods all submerged in water. The detectors and neutron 

generator are contained inside waterproof stainless steel pods 

within the water tank (Figure 1).

Fresh Fuel Diversion Scenarios 
The benchmarked DDA simulation results with no diversion of 

fuel pins were used as a reference for the diversion scenarios. 

The simulated diversion scenarios consisted of removing ten 

fresh LEU fuel rods (3.19 percent 235U) and replacing them with 

10 NU rods (0.72 percent 235U), 10 DU rods (0.22 percent 235U), 

or ten stainless steel (SS) rods. The positions of the fuel pin 

replacements were kept constant for each effective fuel as-

sembly 235U enrichment. The location of the fuel pin diversions 

were distributed throughout the assembly and are shown in 

Figure 2. The specifications of the fuel rods and the PWR-like 

fuel assembly are provided in Table 1. The effective enrich-

ments of the No Diversion and pin diversion cases (with ten 

LEU pins replaced with NU, DU, or SS) are listed in Table 2. 

Analysis & Results
When comparing the No Diversion case with the three diver-

sion scenarios in which ten LEU rods were replaced with NU, 

DU, or SS pins, three characteristics of the DDA signal were 

assessed. These were (1) the overall dynamic evolution of the 

DDA signal, (2) the integral of the DDA signal in the 70-100 

µs time domain, and (3) the signal die-away time recorded by 

individual detectors in the 70-100 µs time domain. The 70-100 

µs time domain was chosen as the equivalent of the so-called 

Figure 1. Cross sectional and top view of the simulated DDA instrument 
setup used in the simulations of fresh fuel assay
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“magic time window” of 100-200 µs identified as the key time 

domain for spent fuel characterization in conceptual DDA study 

in Reference 9. As an additional benefit, the early time domain 

(directly following the neutron generator pulse) experiences 

the highest recorded count rates which correlate to improved 

counting statistics and lower uncertainties. Using the three ob-

servables, the relationships between enrichment, DDA signal, 

and die-away time were evaluated.

Dynamic Evolution of the DDA Signal
From the very principle of the DDA method, and as observed in 

previously performed simulations and experiments, 11 the DDA 

signal is expected to be sensitive to the fissile content within 

the fresh fuel assembly. As the amount of fissile material in 

the fresh fuel assembly increases with higher enrichment, the 

probability of inducing fission by thermal neutrons increases; 

thus, more neutron generations within the same fission chain 

can be created and thereby prolong the lifetime of the entire 

Fuel Pins 

LEU NU DU SS

Fuel type UO2 UO2 UO2 N/A

Cladding type Zircaloy-2 Zircaloy-2 Zircaloy-2 SS

Avg. enrichment  
( percent 235U)

3.19 percent 0.72 percent 0.22 percent 0

Fuel pellet density 10.48 g/cm3 10.48 g/cm3 10.48 g/cm3 8.0 g/cm3

Fuel pellet radius 0.4525 cm 0.4525 cm 0.4525 cm 0.4525 cm

Cladding thickness 0.0875 cm 0.4525 cm 0.4525 cm 0.4525 cm

Outer pin radius 0.54 cm 0.54 cm 0.54 cm 0.54 cm

Total fuel rod length 130 cm 130 cm 130 cm 130 cm

Active fuel length 102 cm 102 cm 102 cm 102 cm

Inert fuel regions

Top 17 cm 6 cm 6 cm N/A

Bottom 12 cm 5 cm 5 cm N/A

PWR Assembly

Lattice geometry 15 x 15

Assembly width 21.5 cm

Fuel pin pitch 1.4 cm

Number of fuel pin slots 204

Number of guide tube slots 21

Figure 2. The schematics of the fresh fuel assembly composition matrix with indicated positions of diverted LEU pins substituted by pins with NU, DU, 
or SS, with red = LEU fuel rod, blue = Diversion position (natural, depleted, or stainless steel rod), yellow = DU, and green = Guide Tube. For the No 
Diversion scenario, blue = LEU.

Table 1. LANL PWR-like 15x15 fresh fuel assembly and pin specifications Table 2. Effective enrichment of entire fresh fuel assembly for each 
diversion scenario

Enrichment (percent 235U)

No  
Diversion

1.97 percent 1.38 percent 0.80percent

NU 1.85 percent 1.26 percent 0.68 percent

DU 1.82 percent 1.24 percent 0.66 percent

SS 1.81 percent 1.23 percent 0.65 percent
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neutron population. This naturally leads to higher magnitude 

and longer die-away times of the DDA signal observed by indi-

vidual neutron detectors. 

The DDA signal of the No Diversion case was compared 

to the ten LEU pin diversion scenarios using NU, DU, and SS 

replacement pins. The dynamic evolutions of the DDA signals 

for three different effective enrichments (1.97 percent, 1.38 

percent, and 0.80 percent 235U) were plotted for a Front (clos-

est to neutron generator) and Back (furthest from neutron gen-

erator) detector position (Figure 3). Qualitatively, the three 10-

pin replacement scenarios showed distinguishable differences 

compared to the No Diversion case with the magnitude of the 

DDA signal gradually decreasing with the effective enrichment 

of the fuel assembly. In other words, in case of the fresh fuel, 

even small variations (±0.1-0.2 percent of 235U) of the fuel en-

richment are in principle observable with the described DDA 

system, where however the Back detectors seem more sensi-

tive than the Front detectors. 

DDA Signal in 70-100 μs Time Domain
For a quantitative comparison, the integrals of the No Diversion 

DDA signal in the 70-100 µs time domain for Front and Back 

detectors were compared to the integrals of the DDA signals 

of the three diversion scenarios (NU, DU, and SS rods). The 

relative differences between the No Diversion and diversion 

scenarios were determined for the three enrichments (Figure 

4). The Back detectors (furthest from the neutron generator) 

showed a larger relative difference in the summed DDA sig-

nal than the Front detectors, with the differences ranging from 

4-10 percent and 2-5 percent, respectively, for the NU, DU, and 

SS cases. The larger impact on the Back detectors is due to 

their increased sensitivity to the overall fuel assembly fissile 

content, as discussed in Reference 10, while the Front detec-

tors are more sensitive to regional changes. These different 

sensitivities of the detectors positioned around the fresh fuel 

assembly may be of use when evaluating diversion scenarios 

that include clusters of pins substituted simultaneously by 

comparing Front-to-Back ratios, which have been investigated 

in Reference 14. However, the Front-to-Back comparison ap-

proach is not very sensitive to scenarios used in this paper, 

where positions of diverted pins are nearly evenly distributed 

across the entire fuel assembly.

Overall, the results in Figure 4 for the Back detectors sug-

gest that the change in the magnitude of the DDA signal is well 

above the 2 percent threshold for considering the assembly 

suspect even when only 10 pins are substituted for all three 

substitution materials. The sensitivity of the Front detectors is 

lower, and in the case of the NU and DU substitution, the differ-

ence in magnitude of the DDA signal is comparable to expect-

ed experimental errors, thus would yield inconclusive results. 

DDA Signal Die-Away Time in 70-100 μs Time 
Domain
The DDA signal die-away times in the 70-100 µs time domain 

were determined for all nine detectors for the three enrich-

ments for the four simulations (No Diversion, NU, DU, and SS). 

The characteristic “Empire State” effect13 was observed, re-

flecting that the enrichment and detector position relative to 

the neutron generator impact the DDA signal die-away time 

(Figure 5). A gradual decrease in the die-away time for each 

respective detector position was evident as the effective en-

richment in the fuel assemblies decreased.

Keywords: differential die-away, non-destructive assay, fresh 

fuel, missing pins 
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Personal memoirs can be interesting for 

their personal point of view especially 

when the events discussed are at the 

nexus of some world-changing event. 

In the right hands, it can be a very vis-

ceral experience with unique claims to 

the story based on eye-witness observa-

tions, personal conversation, friendship, 

and perhaps even more intimate rela-

tionships with the players who changed 

history. Successful telling these kinds 

of stories depends on much — not the 

least of which is one’s role or station at 

the moments defining the story. And of 

course, one must be able to nimbly re-

late these accounts interweaving an on-

scene perspective into the overall histor-

ical account. In Building the H Bomb, we 

fall somewhere between accomplish-

ment and failure.

This memoir is an honest accounting 

of Dr. Kenneth Ford’s experiences help-

ing to build some of the world’s first ther-

monuclear weapons, but it’s a bit bereft 

of excitement. The approach throughout 

is very light-hearted, no doubt a reflec-

tion of the author’s personality. As are 

many memoirs, the story is speckled 

with side trips concerning mentors, fam-

ily, friends, and in this case, some of the 

big names in weapons development: 

Fermi, Teller, and Oppenheimer. But, 

these little vacations from both the grind 

and the excitement of weapons develop-

ment don’t necessarily reveal earth-shat-

tering facts about a physicist’s life dur-

ing the late 1940s and ‘50s or the major 

players he orbited around. There isn’t a 

new definitive revelation of Edward Tell-

er’s heavy hand in H-bomb development 

(though the author speculates from a 

firm basis about who is to be credited 

with the H-bomb’s implosion design). 

The author verifies Fermi’s kindly and 

positive disposition. Oppenheimer, per-

haps too far up the chain of command 

for the author to have had much contact, 

is commented upon from afar. Others 

lower in the chain, part of Ford’s working 

group and less publicly known are given 

quite properly, more ink. But they are 

less interesting. Ordinary life outside the 

office (and outside the 1950s computer 

room) — superficially at least — is given 

its due. But, is that enough for a reader 

seeking insight about life as a theoreti-

cal physicist on one the biggest game-

changing projects in human history?

Ford projects much humility and 

honesty. He lets you know from what 

vantage his perspective lies. He was a 

team member at this time, not a team 

leader. He was stationed at Los Alamos 

for part of this story — a place he loves — 

but was also assigned through the te-

nacity and influence of his supervisor to 

the relative comforts of Princeton, New 

Jersey, USA. He sat in on many high-

level meetings that included some of the 

major H-bomb luminaries, but was also 

excluded from some too. He will hon-

estly state that in some instances, he 

does not recall why he was allowed to 

remain present or even what he was do-

ing at some of these encounters. As the 

guy who did not mind working at night, 

he was often assigned computing time 

when most of his contemporaries were 

asleep. He was not the guy who made 

decisions but the one who helped those 

that did. Perhaps he is best described as 

the fly on the wall, though the wall was 

not always in proximity to where all the 

action was.

To compliment this romp through 

a few of the nuclear playgrounds of the 

mid-twentieth century is Ford’s internal 

scuffle with loyalty oaths, and, eventu-

ally, with his own ethics as a result of 

being involved with the H-bomb. He re-

veals that he was initially not a politically 

conscience man. After the first dedi-

cated H-bomb test, the “Mike” shot of 

1952, his feelings vacillated between the 

euphoria of success and the dread asso-

ciated with the bomb’s power, but he 

was not ready to act on the latter. Scien-

tists had been conflicted about working 

on the bomb since Hiroshima and Naga-

saki. Many, for example, quit their jobs 

at the uranium separation operations at 

Oak Ridge once the secrecy ended and 

they found out what had been created 

there. Admittedly, descriptions of the hu-

man suffering as a result of the atomic 

bombings was suppressed in the U.S. 

but, in the small world of physics, the 

conscientious objection to the bomb 
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wouldn’t have been news to Ford had 

he been paying it much attention. In-

stead, his revelations came along slowly, 

buoyed by the anti-war sentiments of 

the Vietnam era that eventually pushed 

him away from weapon’s development 

entirely. But as a tepid contributor to the 

anti-war movement, his internal rebellion 

comes across as equally lukewarm nar-

rative. He found his way but in a private, 

rather quiet, methodical manner (to each 

his own). Older readers may sympathize 

with the reality of holding a job, grow-

ing into it and then being profoundly 

changed by the circumstances of one’s 

times. Younger readers should take note 

that such evolutions do occur. Work 

thought at first to be interesting and ex-

citing may, through the vicissitudes of 

national or world events or even very lo-

cal ones, can become a burden — some-

times of conscience.

Ironically, this straightforward, well-

meaning memoir has its share of contro-

versy. The U.S. Department of Energy 

contends that Ford’s book contains se-

cret material. For all the consternation 

that caused the author, there is little that 

a lay reader — and that includes scien-

tists from other professions — will find 

clandestine. The purported secret mate-

rial is not obvious (Dr. Ford assures us 

that he was careful not to print anything 

that could not be found elsewhere), and 

there is little payoff here for those seek-

ing a thrill associated with this contro-

versy.

Will one be bored? Simply put: No. 

There is a good story here about a young 

aspiring Princeton PhD who accepted an 

offer in 1950 to assist with weapons de-

velopment in Los Alamos. These honest 

musings and recollections of a dedicat-

ed man devoted to his science provide 

enough substance to keep one turning 

the page. The reader will immediately 

perceive the framework of the memoir: 

a devoted, talented scientist seeking to 

hone his craft with the ultimate intent 

to make his way into the larger world of 

research becomes part of one the most 

controversial and unprecedented feats 

of physics ever imagined — (initially one 

with dim prospects of success until the 

Teller-Ulam breakthrough of radiation im-

plosion). Ford both worked to live and 

lived to work. Along the way he met 

some notables, traveled parts of the na-

tion he later fell in love with, and found 

that despite the satisfaction he obtained 

from his contributions to the hydrogen 

bomb development work, his nation’s 

conduct in Vietnam — not notably at 

Hiroshima or Nagasaki — drove him to 

reconsider his relationship to his gov-

ernment. 

These are the recollections of a tal-

ented physicist who was fortunate to 

have experienced the heady atmosphere 

of those days when nuclear physics was 

nascent. He led a life that some might 

consider chancy — where he worked and 

what he worked on was not a traditional 

career path (it was however, a life chang-

ing experience). But it’s a quiet memoir. 

The language is simple, straightforward; 

the sentences short and to the point. 

There is little embellishment here. When 

Ford talks about working overnights at 

an IBM office in New York City, and of 

his fondness for a neighborhood deli 

that sustained him, that is all the detail 

you get. There was apparently no dra-

matic self-revelation, no epiphany, not 

even a funny anecdote associated with 

the lateness of the hour and the endless 

computer runs done in near solitude. 

Frequently, the author will journey down 

other arcane paths with similar lack of 

entertaining payoff. In particular, he men-

tions the several vehicles he owned, the 

trips he took with them — one or two 

admittedly with memorable but not out-

of-the-ordinary consequences — and 

what eventually became of these ma-

chines: most found endings that you 

would expect (sold). Ford applied for and 

obtained the P.O. box number for what 

eventually became the Princeton Plasma 

Physics Laboratory (a direct descendant 

of the H-bomb development project) — a 

box number that is apparently still cur-

rent. These tangents provide but mild 

diversions. However, the author’s daily 

in-the-trenches efforts and his modest 

off-work activities as a weapons physicist 

do not detract from the back-story — the 

historic game-changing moment he had 

the privilege to be part of.

The banal is balanced a bit by the 

personal side of the story. Among the 

other notables already mentioned, Ford 

also encountered Von Neumann, the 

great mathematician and computer ar-

chitect. He even orbited in the vicinity 

of the Nobel-prize winning Cornell Uni-

versity physicist Hans Bethe who postu-

lated stellar fusion cycles. But his writing 

is enlivened, quite naturally, when Ford 

delves into his relationship with lesser 

known personalities such as his men-

tor John Wheeler who so influenced the 

young physicist. Friend and colleague 

John Toll is treated equally well. Oth-

ers also are revered: Princeton assistant 

professor David Bohm, a roommate and 

colleague of the author, is given several 

pages because he ran afoul of the “red 

scare” promulgated by the House Un-

American Activities Committee of the 

1950s. The mention of these colleagues, 

physicists of Project Matterhorn (the hy-

drogen bomb development effort), do 

help to invigorate Ford’s effort. 



57Journal of Nuclear Materials Management 2016 Volume XLIV, No. 3

The book is well-designed and in-

cludes several useful illustrations and 

many black-and-white (some striking) 

archival photographs of the work places, 

physicists, and events that remain near 

and dear to the author. The sections of 

the book are cleverly divided by a classy 

graphic illustrating the deuterium-tritium 

fusion reaction and its products. The 

writing moves along at a reasonably fast 

pace and can be engaging if not sophis-

ticated. You need not seek long for the 

author’s forthright sentiment — it will 

charm and disarm many readers. A chap-

ter of descriptive thermonuclear physics 

is included in the early third of the book 

that does not distract from the memoir. 

It complements the narrative but can be 

skipped as the author courteously men-

tions. It is preceded by a review of the 

discoveries of radioactivity and early 

atomic physics. Overall, and despite its 

heady title, Building the H Bomb is a 

good, light, airy read that is straightfor-

ward, compact, and sincere if just a tad 

short on emotional impact. 
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In last quarter’s column, I described how 

scenario planning, a strategic planning 

tool that is being implemented by many 

organizations, can be used to rehearse, 

and prepare for possible alternative fu-

tures in the context of the complex world 

we live in today. In particular, when we 

look across the geo-political landscape of 

the global security environment today1, 

one can become quickly overwhelmed 

with many uncertainties, and lose sight 

of the big picture strategies that might 

be useful to prepare for alternative fu-

tures. When carefully identified, critical 

uncertainties, or combination of critical 

uncertainties, can provide insight into 

events or actions that might dramatically 

change the path to the future. If an or-

ganization has sufficient spheres of influ-

ence, such as the National Laboratories, 

or national or international organizations 

including the International Atomic Ener-

gy Agency (IAEA), or the United Nations 

itself, it may even be possible to change 

the direction that the world is headed if 

it is determined that the end point of any 

particular future path is undesirable.

Creating Scenarios of Interest 
to the Institute
The nuclear environment that the INMM 

works within has many interrelated com-

plexities, lending itself to characteriza-

tion using scenario techniques. The sto-

ries created of future worlds using these 

scenario techniques help stimulate stra-

tegic discussions that are different than 

those which take place during traditional 

strategic planning activities. These dis-

cussions might include, for example, the 

technical challenges of verification re-

quirements under the Joint Comprehen-

sive Plan of Action (JCPOA)2, the policy 

challenges that lie ahead addressing the 

nuclear ambitions of North Korea, or the 

societal impact of the Fukushima recov-

ery effort. 

Many indicators point to these chal-

lenges, as described in the recent an-

nouncement by the Bulletin of Atomic 

Scientists, updating their “Doomsday 

Clock”, 3 and by former U.S. Secretary of 

Defense, William J. Perry who has sug-

gested the risk of a nuclear catastrophe 

is greater today than at any time during 

the Cold War.4 One only has to look at 

the monumental, decadal technical chal-

lenges facing Japan today in the after-

math of the Fukushima nuclear incident, 

to wonder “What if management had 

rehearsed an improbable seismic event 

and resulting unprecedented tsunami 

during the design of their facility plan? 

Could they have avoided or mitigated the 

event that occurred?” 

This is the world of scenario plan-

ning — stretching the imagination of 

managers and leaders so they can dis-

cuss possible responses and solutions 

to “what if” questions about future 

events in a controlled environment, and 

by rehearsing those discussions, be bet-

ter prepared for the unexpected.

Critical Uncertainties for  
Scenario Axes
In last quarter’s column, I posited two cur-

rent critical uncertainties that one could 

envision creating a set of future worlds 

in which strategic discussions pertinent 

to the future of the INMM could occur. 

Those future worlds would be created 

by the nexus of these two critical un-

certainties on an orthogonal set of axes, 

where the extremes of each axis reflect 

end points of the critical uncertainty, rep-

resenting on one end an ideal state and 

on the other end a troubling, undesirable, 

or even nightmarish state. Let’s take the 

two critical uncertainties that we identi-

fied and examine them in more detail for 

possible end state descriptors:

Taking the Long View in a Time of Great Uncertainty
Rehearsing Possible Futures

By Jack Jekowski 
Industry News Editor and Chair of the Strategic Planning Committee

This column is intended to serve as a forum to present and discuss current strategic issues 
impacting the Institute of Nuclear Materials Management in the furtherance of its mission. 
The views expressed by the author are not necessarily endorsed by the Institute, but are 
intended to stimulate and encourage JNMM readers to actively participate in strategic 
discussions. Please provide your thoughts and ideas to the Institute’s leadership on these 
and other issues of importance. With your feedback we hope to create an environment of 
open dialogue, addressing the critical uncertainties that lie ahead for the world, and identify 
the possible paths to the future based on those uncertainties that can be influenced by the 
Institute. Jack Jekowski can be contacted at jpjekowski@aol.com.
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The Advancement and Control of Nu-

clear Technologies

• In a positive future world one might 

envision continuing breakthroughs 

in monitoring and security technolo-

gies that would allow treaty verifi-

cation by national technical means, 

and verification of compliance re-

quirements. The deployment of the 

world-wide seismic monitoring sys-

tem by the Comprehensive Test Ban 

Treaty Organization (CTBTO)5 is an 

example of how technology can be 

used to further the confidence of the 

world in monitoring for clandestine 

nuclear tests. Similarly, technologies 

developed by the U.S. national labo-

ratories and International agencies 

have been used effectively to imple-

ment remote monitoring and verify 

compliance to treaty requirements. 

Efforts for remote detection and 

characterization of clandestine activ-

ities have proven to be more difficult 

to achieve, as is the complex world 

of nuclear forensics as a method 

to deter the use of nuclear materi-

als, or in the worst case scenario, 

to affix responsibility. However, 

breakthroughs in these technologies 

could dramatically change the dia-

logue for arms control treaties. New 

technologies can also be envisioned 

that will lead to an inherently safer 

and more prosperous future, such 

as the development of more secure 

and inherently-safe nuclear reac-

tor concepts, such as the advance-

ments promised by Small Modular 

Reactors6, mentioned in last quar-

ter’s column.

• In a negative future world, one 

might envision malevolent parties 

utilizing the technologies of the 21st 

century to achieve their agendas, 

not the least of which would include 

the use of nuclear materials, or new 

paths for the acquisition of nuclear 

materials or the surreptitious manu-

facture of those materials7, as also 

mentioned in last quarter’s column. 

The technologies of the 21st century 

might also lead to the use of cyber 

techniques to access restricted in-

formation or even disrupt physical 

operations of nuclear facilities. In 

fact, cyber intrusions for nefarious 

purposes have become a common 

headline in the media today, and has 

recently driven a new U.S. national 

security cyber strategy,8 as well as 

special Presidential attention, with 

multi-$B increases in the U.S. Fed-

eral budget proposed for FY2017.9 

In a nightmare scenario a small band 

of non-nation state actors might take 

control of a poorly-protected nuclear 

reactor resulting in a catastrophic 

event impacting a large population 

and shaking the confidence of the 

public, turning them further against 

“all things nuclear”.10 This has led 

some to equate cyber activities to 

warfare, and even to draw an anal-

ogy to nuclear deterrence.11

Global Nuclear Security Threats

• In a positive future world, the efforts 

of the current U.S. administration 

to rally world leaders through com-

mitments made at the four Nuclear 

Security Summits leads to the en-

hanced protection of nuclear mate-

rials and facilities.12 The completion 

and demonstration of the CTBTO 

seismic network and enhanced at-

mospheric monitoring technologies, 

as well as breakthroughs in nuclear 

forensics and related monitoring and 

verification techniques provide world 

governments with the confidence 

they need to proceed with multi-

lateral nuclear agreements and trea-

ties. Combined with efforts by non-

governmental organizations (NGOs), 

public interest in a “new world” is 

raised, and helps to drive policy-

makers to establish new goals to 

the elusive concept of “global zero,” 

which for now, at least, seems far-

ther away than ever.13

• In a negative future world, the geo-

political and religious conflicts that 

are shaking the world intensify, and 

a new Cold War emerges, this time 

with more nuclear players, as the 

“dominoes fall”14 and more nations 

join the “nuclear club.”15 The once 

optimistic future that the end of the 

Cold War offered suffers setbacks as 

every Nuclear Weapons State pur-

sues modernization efforts for their 

stockpiles and delivery systems16, 

and as once-tempered political rhet-

oric has been overtaken by fright-

ening words of nuclear confronta-

tions.17 The divisions of the major 

powers into ideologies that become 

more and more incompatible create 

a backdrop for uncontrolled con-

flicts that ultimately triggers a global 

conflict, with nations teetering on 

the brink of nuclear war. One can 

envision any one of several nuclear 

“tipping points” leading to a nuclear 

exchange, from the Middle East to 

East Asia. The spread of extremist 

terrorism events grow exponentially 

as the world is unable to address the 

indoctrination of new generations 

into those doctrines, and the global 

community is wracked with a “hun-

dred-year” war. 
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The selection of the proper set of 

critical uncertainties for each axis is very 

important to the development of robust 

scenarios that challenge the mindset of 

leadership, yet are not so outrageous 

that discussions are shut down because 

of the implausibility of the future worlds 

that are created. Often, the process 

becomes one of trial and error, where 

engaged participants walk through dis-

cussions of future worlds, and realize 

that the axes are not truly orthogonal, 

or that a previously unidentified critical 

uncertainty might lend itself to richer, 

more impactful discussions. This some-

times repetitive process is not wasted, 

for each attempt will routinely raise new 

perspectives, drive the need for addition-

al research, and further strengthen the 

confidence of the leadership involved 

that they are developing a sense for 

handling any eventuality. It is not uncom-

mon for major organizations to engage 

science fiction writers to help with the 

development of stories of these future 

worlds, so that the imagination of the 

organization is captured in the strategic 

discussions.

Development of Scenario Axes
From the discussion above, we can 

create two potential axes that might 

lead to future worlds that challenge the 

mindset of the Institute’s membership. 

These are portrayed below, with end 

point descriptors.

In future columns I will explore the 

development of other critical uncertainty 

axes, and then use them to develop “fu-

ture world stories” that will allow us to 

better understand the role the Institute 

can play in this very complicated world. 

As always, I would welcome thoughts 

and ideas that can help shape those fu-

ture world stories.
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