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Abstract: 

In the past decade, the International Atomic Energy Agency (IAEA) has recognized that artificial 
intelligence (AI) can provide important benefits for international nuclear safeguards through improved 
scope and performance, while reducing costs and manpower. But as AI is used in domains already 
governed by existing regulations, its uses for nuclear safeguards verifications will also have to be 
carefully conducted in line with regulatory requirements. The International Atomic Energy Agency 
(IAEA) has already been engaged in activities using AI for safeguards verification purposes and has 
expressed interest in further using this technology. A better understanding of the regulatory landscape 
for AI and how it may impact on nuclear safeguards verifications is imperative for determining 
whether these activities could potentially result in damage to the IAEA’s institutional interests and 
those of its Member States. The open-source country research conducted for this paper illustrates that 
in majority of jurisdictions, AI legislation and regulations have just recently started to be developed 
and that, in several instances, AI applications may conflict with the existing frameworks governing 
data protection and privacy, patent and copyright laws, as well as anti-discrimination policies. 
Therefore, the objective of this paper is threefold: 1) provide an overview of the AI legislative and 
regulatory landscape in several selected States; 2) identify certain potential legal risks and challenges 
pertaining to the use of AI for IAEA safeguards applications; 3) provide a series of recommendations 
for IAEA Member States to address these challenges. 

Keywords: nuclear safeguards, artificial intelligence, gaps and challenges, legal and regulatory 
landscape etc.  

1. Introduction: The Use of AI for Safeguards Verification 
 

Artificial Intelligence (AI) typically refers to a collection of technologies, including machine learning 
(ML), that process large amounts of data and algorithms with increasing computing power. AI can 
solve complex problems and adapt to changing patterns in ways similar to human reasoning (such as 
the use of inductive, deductive, and abductive reasoning),1 and it can even possess capabilities that go 
beyond human reasoning, such as seeing complex patterns and signatures in data.2 The advancement of 
AI presents multiple benefits, such as improving efficiency and reliability in sectors as diverse as 
health, the environment, and food and agriculture.   

One field for which AI holds potentially great promise is the nuclear sector3 (including nuclear science, 
power, and security systems), in applications staring from accelerating fusion research to optimizing 
the safety and security features of advanced reactor designs4. International nuclear safeguards, which 
involve technical verification measures conducted by the IAEA to ensure that States are upholding 
their obligations under the Treaty of the Nonproliferation of Nuclear Weapons (NPT), as well as their 
Comprehensive Safeguards Agreements, may also benefit from AI as it applies machine learning 
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capabilities5 to process the large amounts of data obtained by safeguards inspectors. This data is 
collected at nuclear facilities around the world through various means including video surveillance, 
satellite imagery, environmental samples, and mass spectroscopic analysis. To some extent, AI 
technologies are already being used for safeguards and nuclear security purposes, although they have 
not yet reached a level of full autonomy, such as the Robotic Cerenkov Viewing Device (RCVD) used 
to improve efficiency and accuracy of inspector verification of spent fuel rods.6 Other types of ML 
systems are still in infancy, with some being developed to detect process data patterns representing the 
diversion of nuclear materials, or to extract important information from texts.7 To manage and respond 
to the ongoing development and future deployment of AI technology, the International Atomic Energy 
Agency (IAEA) has established the AI for Atoms program, which convenes a series of working groups 
dedicated to examining the applicability of AI in the nuclear sphere.8 

Acknowledging that AI will continue to benefit the peaceful applications of nuclear technology, the 
use of AI introduces legal and regulatory issues, as well as ethical and technical challenges, 
particularly related to data privacy and security, as well as anti-discrimination policies, including 
transparency, bias and trust.9 All these risks and challenges are fundamental to considerations of the 
IAEA and Member States when reviewing the use of AI for safeguards verifications. The main 
assertion of this paper is that AI technology is not uniformly regulated across national jurisdictions 
globally. In fact, as will be demonstrated in the following sections, while in some jurisdictions the 
legislative and regulatory landscape for the use of AI technology is still developing, in others, the use 
of this technology is subject to multiple rules in ways different from traditional information systems, 
including laws and regulations on data protection and privacy, patent and copyright laws, as well as 
anti-discrimination policies.10 These legal frameworks may impact the way IAEA safeguards data can 
be collected, received, or analyzed. Consequently, the first part of this paper will provide an analysis 
on the level of regulation of AI in a number of Nuclear Weapons States (NWS) and Non-Nuclear 
Weapons States (NNWS). In the second part, the paper will highlight examples of current AI 
applications for safeguards verification purposes and identify potential legal risks for the IAEA and 
Member States pertaining to this use. Finally, the paper will conclude by discussing how the AI legal 
framework of IAEA Member States may need to be adjusted before proceeding with a wider use of AI 
technologies for safeguards verification purposes.11  

2. National Legal Frameworks on Artificial Intelligence  

Currently, there is no global framework for regulating AI, and different countries have taken different 
approaches to regulating it. Beyond a few international initiatives, including “AI for Good”, “Global 
Partnership on AI”, and “OECD Principles on AI”, which have been engaged in promoting the 
responsible development if AI, the efforts in this space have been limited. There are several reasons 
why that is the case. First, AI is a rapidly developing technology, and it is difficult to keep up with the 
pace of change; and second, AI is a complex technology, for which it is difficult to identify potential 
risks. While there is no consensus on the best way to regulate AI, the main challenge is ascertaining 
whether existing laws can regulate it in conformity with established legal, moral, and ethical principles 
and, if not, what new legal instruments are necessary to meet that objective.12 To help illustrate current 
approaches to regulating AI, the relevant regulatory framework in several IAEA Member States, both 
Nuclear Weapons States (NWS) and Non-Nuclear Weapons States (NNWS), will be briefly introduced 
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below. Having a better understanding on the current AI regulatory frameworks in these countries 
informs the larger conversation on how IAEA may respond to a wider use of AI based applications for 
safeguards verification purposes.  

2.1. AI Regulations in Nuclear Weapons States 

The aspects of AI that are regulated vary from country to country, but common aspects include data 
privacy, discrimination, safety of AI systems and accountability. Most NWS have AI-relevant laws 
that address the apportionment of liability for injuries resulting from unreasonable behaviors or 
defective products that use AI technologies, that define intellectual property rights, and that seek to 
ensure fairness in decisions and protect privacy.13 Many NWS have started to consider the use of AI 
for a number of nuclear applications, including nuclear reactors design, fuel cycle management, as well 
as for nuclear security and safety purposes. However, most NWS still encounter challenges in applying 
traditional rules to AI, particularly as concerns the nuclear field, and regulatory agencies and 
legislatures must determine whether special rules are needed for addressing AI for safeguards 
verifications, among other uses and concerns.14 

The United States (U.S.) recently released its Blueprint for an AI Bill of Rights (the “Blueprint”), 
issued by the White House Office of Science and Technology Policy.15 The Blueprint is guided by 
several key principles, including algorithmic discrimination protections and data privacy. The 
Blueprint calls upon “designers, developers, and deployers of automated systems [to] take proactive 
and continuous measures to protect individuals and communities from algorithmic discrimination and 
to use and design systems in an equitable way.”16 It also discusses the appropriate use of surveillance 
and monitoring technologies and situations where such technologies should not be used (e.g., 
education, work, housing, “or in other contexts where the use of such surveillance technologies is 
likely to limit rights, opportunities, or access”).17 Finally, the Blueprint calls for the opportunity for 
individuals to opt out of automated systems in favor of human decision-making. 

AI-relevant provisions have been included in certain aspects of U.S. legislation, but there has not been 
comprehensive legislation to address the use of AI in the public or private sector. At the state level, 
several jurisdictions have adopted data privacy laws or government initiatives aimed at AI that seek to 
address emerging challenges from the use of those technologies,18 but efforts to regulate AI are 
piecemeal and have not been coordinated at the federal level. Publicly available information does not 
indicate whether the United States is currently using AI to conduct safeguards verification activities, 
although the U.S. government and associated entities have previously carried out research in this 
area.19 The U.S. government is reportedly seeking to use AI in nuclear power plants for other 
applications, including to prevent cyberattacks.20 A recent report by the U.S. Nuclear Regulatory 
Commission also examined the use of AI/ML in nuclear power plants,21 identifying ways that the 
technology could be applied. While the report did not mention safeguards verification, it did examine 
the potential applications of AI/ML in areas such as plant safety and security, plant operation and 
maintenance, and accident diagnosis and prognosis.22 

In other NWS, progress on AI has been more pronounced. In France, the government has adopted a 
National Strategy on AI for 2018-2026, which sets as its objectives attracting and investing in AI, 
disseminating AI and big data in the economy, and promoting an ethical AI system. In 2019, the 
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National Ethics Committee established a Digital Ethics Pilot Committee, aiming to address ethical 
issues of digital tools and AI.23 As a member of the European Union (EU), France is also following the 
EU’s framework on data collection, which is regulated by the EU’s Regulation 2016/679 or the 
General Data Protection Regulation (GDPR). The country has already started looking at the 
implications of AI for the nuclear field. For example, the AI Research on Data for Nuclear Application 
(ARDNA) project supports investment and modernization of the nuclear industry as part of the 
initiative “France Relance.”24 Although open-source research did not reveal any use of AI for purposes 
of safeguards verification in France, it is expected that the AI efforts currently conducted in the 
country may open the door for the use of AI technologies for safeguards verification. 

The United Kingdom’s (U.K.) National AI Strategy (the “Strategy”) explicitly acknowledges that the 
U.K. has not yet adopted laws explicitly to regulate AI, although it points to a “patchwork of legal and 
regulatory requirements built for other purposes which now also capture uses of AI technologies.”25 
For instance, the current U.K.’s Data Protection Act includes specific requirements around automated 
decision-making and the processing of personal data, which “also covers processing for the purpose of 
developing and training AI technologies.”26  The U.K.’s 2022 Defense Artificial Intelligence Strategy 
also states that the U.K. will “study the effects of AI on the inter-linked domains of cyber, space, and 
nuclear, examining AI’s potential to accelerate or amplify developments linked to other emerging and 
strategic technologies.”27 While the U.K. uses AI for certain tasks at its Sellafield nuclear facility,28 
none of these tasks appear related to nuclear safeguards, but with UK’s Defense Artificial Intelligence 
Strategy in place, this could, however, open the possibility for such usage in the near future.  

Lastly, China’s 2017 national strategy on AI, labeled “Notice of the State Council on Printing and 
Distributing the Development Plan for a New Generation of Artificial Intelligence,”29 prioritizes the 
responsible development of legal and regulatory norms related to AI. China’s Internet Information 
Service Algorithmic Management (IISARM) Regulations came into effect on March 1, 202230 and 
prevents service providers from engaging in activities endangering national security and social public 
interests, although these concepts are not clearly defined in the law. Chinese private companies have 
already developed or purchased AI software intended to be used as surveillance devices, capable of 
analyzing large amounts of data. Although the software is currently utilized by law enforcement, there 
seems to be a large-scale effort in China to upgrade their technological capabilities by tapping into the 
power of big data and AI. In this regard, China has issued a three-year implementation plan for 
Internet+ AI, putting forward a series of measures for technology R&D, application and industrial 
development. While open-source literature is silent on the use of AI for nuclear safeguards 
verifications in China, it is expected that the country will continue exploring the application of AI for 
these purposes. 

2.2. AI for Safeguards Verifications in Non-Nuclear Weapons States   

The following sections highlight how certain NNWS have approached the use and regulation of AI, 
including laws, regulations, and policies that are being considered or have been implemented, and any 
specific safeguards applications of AI. This section highlights a select number of EU countries, as well 
as a few other countries around the world, which have recently made a significant progress in this area. 
Due to the limited scope of this research, the legal mapping below provides just a glimpse on the 
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complex gaps related to the use of AI and a high-level picture of the IAEA’s Member States regulatory 
efforts in this area. 

2.2.1 European Union 

European Union is one of the major players in the global AI race and has invested heavily in AI 
research and development. In the regulatory space, the European Union is currently in the process of 
developing its Artificial Intelligence Act, which is a regulation proposed in April 2021 by the European 
Commission with the purpose to introduce a common regulatory and legal framework for AI31. The 
Act regulates the providers of AI and entities making use of these systems in a commercial capacity. 
The EU has also developed an AI Strategy, which articulates several key principles related to the use of 
AI systems.32 The Strategy aims at making the EU a world-class hub for AI and ensuring that AI is 
human-centric and trustworthy. 

One area where the EU has been highly influential involves its adoption of the General Data 
Protection Regulation (GDPR) in 2016, which contains several provisions relevant to automated 
decision-making (while distinct from AI)33 and the transfer of personal data to third countries or 
international organizations. GDPR requires companies engaged in big data, machine learning and AI to 
ensure that: a) processing of personal data during AI phases follows specified, explicit and legitimate 
purpose; b) processing of data has a legal basis as listed in GDPR, Article 6; c) the data is stored for a 
limited and specified time;34 d) data is collected only when it is strictly necessary; e) no data is 
transferred outside the EU; f) principles of privacy by design and privacy by default are respected; and 
g) personal data is appropriately secured. With respect to automated decision-making, GDPR 
establishes that data subjects “shall have the right not to be subject to a decision based solely on 
automated processing, including profiling, which produces legal effects concerning him or her or 
similarly significant affects him or her.”35 A study conducted by the EU Parliament on the impact of 
GDPR on AI concluded that the two are compatible36. While acknowledging that there is a tension 
between the traditional data protection principles and the fully deployment of AI, the study concludes 
that “there are ways to interpret, apply and develop data protection principles that are consistent with 
the beneficial uses of AI”. 

Within EU, several countries have adopted initiatives on AI, which go beyond the EU framework 
discussed above. For instance, Finland, through its Ministry of Employment and Economy, has 
established a steering group on implementation of the elements of AI to enable lifelong learning and 
support regarding digital skills development and free AI courses for all its citizens.37 The country also 
has put in place an action plan to speed up the introduction of AI technologies and promote the fourth 
industrial revolution in the country. While Finland does not yet appear to have adopted or introduced 
AI-specific regulations specific for nuclear industry, nor revealed information regarding the use of AI 
in its safeguards verification program, given its strong initiatives to support the use of AI, the country 
is expected to promote this use.  

In a similar effort, Italy has formed a group of experts to identify a National Strategy for Artificial 
Intelligence, published in July 2020.38 In November 2021, the Ministries of Education, University and 
Research, Economic Development, and Technological Innovation and Digital Transition produced 
Italy’s Strategic Program for AI 2022-2024.39 This document, developed in line with the European 
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Commission’s Strategy on AI,40 fully embraces the adoption of AI and its applications in public 
administration, including the energy sector. As part of its guiding principles, Italy commits to a 
“trustworthy and sustainable” AI that revolves around principles of responsible use of data and AI 
technology. Although Italy has not adopted AI-specific laws and regulations,41 its Council of State has 
clarified that fully automated systems should comply with principles of transparency regarding the 
process of decision-making mechanisms, and ensuring non-discrimination.42 The open-source research 
did not reveal any information regarding the country’s position on the use of AI for safeguards 
verification programs, but identified areas where AI is already used by the nuclear sector. 

2.2.2. Canada  

Canada’s Minister of Innovation, Science and Industry sponsored in 2022, Bill C-27, which among 
other acts proposes the enactment of the Artificial Intelligence and Data Act (the “AIDA”), Canada’s 
first attempt to formally regulate certain AI systems, apart from its other privacy legislations. If passed, 
AIDA would regulate the design, development, and use of certain types of AI systems and ensure that 
developers and operators of such systems adopt measures to mitigate various risks of harm and avoid 
biased outputs. AIDA also mandates impact assessments for AI systems and subjects “high-impact” 
systems to further public disclosure requirements, among others. AIDA also establishes prohibitions 
related to the possession or use of illegally obtained information for the purpose of designing, 
developing, using or making available for use an AI system if its use causes serious harm to 
individuals or national interests.43 Specific to the nuclear field, Canada’s Nuclear Safety Commission 
(CNSC) noted that it was working with nuclear consulting firms to review the utility of AI in support 
of CNSC’s regulatory framework and its readiness to regulate the use of AI. As part of its assessments, 
CNSC will review the existing international regulatory activities surrounding AI applications in 
nuclear and provide a report by the end of 2023 to all stakeholders.44 

2.2.3 Japan 

Japan’s Cabinet Office, in its 2022 AI Strategy, sets out objectives for utilizing AI to enhance Japan’s 
industrial competitiveness.45 In January 2022, the Ministry of Economy, Trade and Industry (METI) 
issued the Governance Guidelines for Implementation of AI Principles, Ver. 1.1,46 which provide 
action targets, practical examples and gap analysis. The guidelines are expected to support companies 
engaged in AI development and operation systems to voluntarily implement AI social principles, 
adhere to a human-centric approach to AI, and provide for privacy protections, security, and 
accountability and transparency. In addition, the National Institute of Advanced Industrial Science and 
Technology (AIST) published the Guidelines on Machine Learning Quality Management, which 
address topics such as vulnerabilities of machine learning. For nuclear industry, it is unclear whether 
the country is contemplating uses of AI for safeguards verification activities. However, for purposes of 
Units 1 and 3 of the Fukushima Daiichi Nuclear Power Station (NPS) where normal inspections cannot 
be carried out due to inaccessibility of the reactors, Japan’s Nuclear Regulatory Authority (NRA) has 
introduced a full-time monitoring system based on the use of surveillance cameras and radiation 
monitors and special additional verification activities. In addition, in FY 2021, the NRA entered into 
an agreement with the IAEA regarding new inspection procedures, similar to the approach employed at 
the Tokyo Electric Power Company (TEPCO’s) Fukushima Daiichi Nuclear Power Station (NPS), 
including other research and development facilities, research reactors, and criticality facilities. Thus, it 
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is foreseeable that in the near future AI may be utilized to process the data collected from this full-time 
monitoring system. 

The regulatory mapping provided in this section illustrates that for the foreseeable future, in both NWS 
and NNWS, the initiatives for the regulation of AI will most probably continue to be highly context-
dependent, varying considerably on what objectives the regulatory scheme is intended to achieve. That 
is because regulating AI for the purpose of data protection at an individual level, for example, is 
different from broader regimes regulating AI as part of wider policies affecting entire organizations 
and States. Therefore, a more detailed legal analyses will be necessary in order to identify common 
trends and discrepancies among the various ways IAEA Member States regulate AI in their national 
frameworks in general, but also in the nuclear energy and national security field, more specifically. A 
more detailed analyses would be informative to the IAEA, not only because they would provide a 
better understanding of the potential contentious areas of AI, but also would be indicative of those 
fields in which IAEA might have to adapt its policy frameworks to ensure that Member States will 
agree on the use of AI-systems to draw conclusions on safeguards verifications activities.  

3.  Challenges and Opportunities for AI in Safeguards Verification Purposes  
Safeguards involve large amounts of heterogeneous data, dynamic data sets, and highly complex 
operations, which require significant investment of resources to analyze effectively and efficiently. 
Because of this, international nuclear safeguards are under constant pressure to be more efficient to 
cope with an expansion of global nuclear fuel cycle activities, increasing nuclear proliferation threats, 
and a constrained budget for the IAEA. However, the IAEA anticipates that AI could have both 
positive and negative effects on systems, processes, and procedures relevant to international nuclear 
safeguards. For instance, AI could significantly improve safeguards efficiency by focusing on value-
added tasks and reducing unnecessarily repetitive ones. At the same time, these technologies may 
introduce new sources of uncertainty and reduced transparency. Potential positive and negative 
impacts of these systems have not yet been well understood. This section will examine a series of 
applications in which IAEA safeguards inspectors might use AI technologies and provide an analysis 
on how these applications may be hindered by the difficulty of demonstrating compliance with the 
regulatory standards.  

3.1. AI for Verification of Spent Fuel 

Spent fuel is measured by utilizing the neutrons and gamma rays emitted and can also be performed 
using Cerenkov imaging data. These inspections generate a large amount of data. The data sets may be 
used to build AI algorithms, where numerical simulations can supply training and test datasets for the 
model. 

Several AI models have been examined to determine if models can successfully distinguish between 
complete fuel assemblies and defective fuel assemblies. AI has also been used to improve the 
processing of data obtained from the next Generation Cerenkov Viewing Device (XCVD) via a support 
vector machine to classify blurry XCVD images, which may require further image processing. For 
example, the Robotic Cerenkov Viewing Device (RCVD) has been created through a collaboration 
between the Australian national science agency’s (CSIRO) data and digital specialist arm Data61, 
Hungarian robotics company Datastart, and the IAEA.47 
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Although AI/ML has the potential to efficiently monitor spent fuel assemblies, guaranteeing the 
accuracy of the technology is critical to making its application effective. A 2020 study on the use of AI 
in the nuclear industry found that the behavior or accuracy of intelligent systems for dynamic 
situations, such as the innate characteristics of a nuclear reactor, are vulnerable to fooling and may 
produce inaccurate results. Multiple studies48 have demonstrated the potential to fool deep neural 
network models in the classification of unrecognizable images, and that changing the orientation of an 
object can lead to it being mislabeled by the technology.49 The “black box” nature of AI, where the 
knowledge is virtually baked into the technology and cannot necessarily be explained by operators, can 
make AI’s rationale difficult to discern or alter. Any AI technology applied to spent fuel verification, 
therefore, must be rigorously tested and sufficiently advanced to ensure accuracy. 

Therefore, assurances that AI-based systems perform as intended are necessary, as the quality, 
accuracy, and relevance of data are essential for safeguards verification purposes. Any data bias, error, 
or statistical distortion will be learned and amplified. In situations involving ML—where algorithms 
and decision rules are trained using data to recognize patterns and to learn to make future decisions 
based on these observations—regulators and users may not easily discern the properties of these 
algorithms. These algorithms are able to train systems to perform certain tasks at levels that may 
exceed human ability. Therefore, they raise many challenging questions, including calls for greater 
algorithmic transparency to minimize the risk of bias, discrimination, unfairness, and error to 
ultimately protect Member States’ interests. 

3.2. AI and Satellite Imagery  

The importance of satellite imagery goes beyond simply verifying States’ declarations, planning and 
supporting verification activities, and detecting and investigating undeclared activities. Satellite 
imagery also plays a significant role in monitoring nuclear fuel cycle activities.50 With this in mind, an 
extensive range of safeguards data collected from satellites could be used to train ML algorithms, 
particularly given the growing volume of available satellite imagery and open-source data. 

Commercial satellite imagery has become a very important information source for the IAEA’s 
Department of Safeguards, especially in places where the IAEA does not have physical access.51 For 
instance, satellite imagery helps the IAEA keep abreast of developments in the nuclear program of the 
Democratic People’s Republic of Korea (DPRK), even though it is unable to carry out physical 
verification activities there. Monitoring developments at the Yongbyon plutonium production site is 
particularly important. The use of satellite imagery has allowed the IAEA to prepare and update a 
detailed plan for the implementation of monitoring and verification activities in the DPRK in the event 
of inspectors returning to that country.  

However, issues related to transparency, scope, and privacy are often cited when discussing the use of 
satellite imagery, and the same is especially true with the involvement of AI. As the RAND 
Corporation has reviewed in a series of workshops on the nuclear security implications of AI over the 
next century,52 merely the perception of AI as potentially destabilizing could raise issues with potential 
implications on national security. For example, if a State under a comprehensive safeguards agreement 
believed that the IAEA, through its AI capabilities, had access to or was using satellite imagery to 
observe more than just the declared nuclear facilities subject to safeguards, the State could fear a 
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violation of its sovereignty and a risk to its national security interests. Additionally, as with any data-
based system, there is a concern related to control of the data and who has access to it. A State may 
conduct a safeguards agreement with the IAEA, but what controls are in place to ensure that the AI-
gathered satellite data is not obtained by a malicious state or non-state actor? Therefore, for AI use of 
satellite imagery to be secure, both the scope of the data obtained and exclusive IAEA control over that 
data should be clearly defined. These aspects need to be clearly reflected in the regulatory frameworks 
of the Member States.  

3.3 AI and Video Surveillance  

Video cameras have long been relied upon by the IAEA, along with various sensor technologies, to 
generate a complex and growing amount of data which can be used in various ways. For example, in 
2021 the IAEA maintained over 1,300 surveillance cameras at nuclear facilities around the world that 
operated around the clock to ensure continuity of knowledge of nuclear material and installations. All 
of that data was then collected and reviewed by safeguards inspectors to verify authorized control of 
nuclear material.53 Another area of recent research was the review of surveillance data to detect and 
track safeguards-relevant objects, operator declarations, and anomalous activities. Surveillance data 
has also been used with learning-based algorithms to detect and count objects within a nuclear facility.  

An ongoing challenge given the limited resources at the IAEA is the amount of effort needed to 
annotate training datasets. The ability to more efficiently analyze video surveillance data using AI 
would hold significant benefits for international safeguards by reducing cost and workforce effort. As 
the demands on IAEA safeguards inspectors grow with the number of nuclear facilities around the 
world, the IAEA budget remains static; maximizing efficiency of safeguards operations and improving 
inspector output is therefore a high priority that AI may help to address. In this respect, AI could help 
automate the annotation process as well as reduce the overall amount of training data required. This 
would enable safeguards verifications to be conducted more efficiently.  

However, before using these technologies, further improvements to AI implementation are needed to 
better train the models. Also, similar to the concerns raised by the use of satellite imagery, control of 
data used in video surveillance is particularly sensitive for States’ security concerns. The advance of 
facial recognition technology and geolocation tools may create vulnerabilities for Member States under 
safeguards if such data is obtained by malicious actors. States that enter into safeguards agreements 
with the IAEA must be assured that the data collected by AI does not fall into the wrong hands. 

4. Recommendations and Conclusions  

The emergence of AI is revolutionizing the nuclear energy sector, and its use in safeguards verification 
is no exception. As the IAEA and Member States continue to seek more efficient, cost-effective, and 
safe ways to perform their safeguards verifications, AI could have a major impact. While the AI legal 
regime is developing in several countries throughout the world, the AI technology proposed to be used 
for safeguards verifications still needs to be developed in line with existing legal, regulatory, and 
policy requirements.5455 

Some legal and regulatory areas that would require immediate attention are: 
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 Intellectual property (copyright and patents):  While intellectual property law is continuing to 
take shape around AI, legal authorities have recently emphasized that AI cannot function as a 
"person" under copyright and patent law. This will become an area of interest for both IAEA and 
Member States as more AI technologies for safeguards verifications are developed. 

 Anti-discrimination policies: As algorithms and AI-based systems make decisions affecting 
individuals, a growing concern has been raised about whether such decisions are fair and reliable. 
This is particularly relevant for safeguards verification as it goes beyond individuals and impacts 
organizations and States interests at large. 

 Data protection, reliability, and transparency: In the case of data protection infringement, 
enforcement possibilities include a reprimand or a temporary or definitive ban on processing. In 
some countries, regulatory authorities may also be subject to administrative fines. This is another 
area relevant for safeguards verification, particularly as government authorities with safeguards 
roles collect and analyze data. 

 Privacy and surveillance: Concerns around AI/ML-based surveillance and data protection have 
become stronger. As more AI/ML systems will be used for verifications, these systems will raise a 
host of concerns on transparency, explainability, fairness, privacy, and accountability. 

Given that nuclear and AI disciplines contain a certain degree of risk and uncertainty, it is advisable 
that the IAEA continues to be an active participant in the regulatory developments in this field. A 
better understanding of the regulatory landscape for AI and how it may impact on nuclear safeguards 
verifications is imperative for determining whether these activities could potentially result in damage 
to the IAEA’s institutional interests and those of its Member States. Therefore, IAEA should engage 
with Member States by: 1) raising awareness among practitioners of the legal and ethical impacts of AI 
technology on nuclear science and applications; 2) creating mechanisms for dialogue among 
stakeholders; and 3) establishing responsible governance of AI technology applications in the nuclear 
field.56  

Lastly, while AI may not replace safeguards inspectors anytime soon, the current interest of Member 
States to regulate AI suggests that AI-based technologies will become more used for a variety of 
applications, including safeguards inspections. Because the future of AI is open-source, the IAEA may 
need to adapt its policy frameworks to provide this data. While some safeguards data is open-source, 
there is a portion of data IAEA receives and securely analyzes. This structure may need to be adapted 
to allow for specific instances of providing data. IAEA’s legal framework and those of its Member 
States may also need to be altered to enable data sharing. Nonetheless, although the threat of hacking is 
not specific to AI, as long as AI involves computers then the possibility of data tampering must be 
considered – particularly when data is related to nuclear facilities or material. Sufficient security 
measures should be in place to retain control over AI data, to prevent both its manipulation and leakage 
to parties outside of the IAEA. These are all areas that warrant additional attention particularly as 
concern the legal and regulatory issues they raise 
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